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As you probably know, NATO formed the Research and Technology Organization (RTO) on 
1 January 1998, by merging the former AGARD (Advisory Group for Aerospace Research 
and Development) and DRG (Defence Research Group). There is a brief description of RTO 
on page ii of this publication. 

This new organization will continue to publish high-class technical reports, as did the 
constituent bodies. There will be five series of publications: 

AG AGARDographs (Advanced Guidance for Alliance Research and 
Development), a successor to the former AGARD AGARDograph series of 
monographs, and containing material of the same long-lasting value. 

Meeting Proceedings: the papers presented at non-educational meetings at 
which the attendance is not limited to members of RTO bodies. This will 
include symposia, specialists' meetings and workshops.  Some of these 
publications will include a Technical Evaluation Report of the meeting and 
edited transcripts of any discussions following the presentations. 

Educational Notes: the papers presented at lecture series or courses. 

Technical Reports: other technical publications given a full distribution 
throughout the NATO nations (within any limitations due to their 
classification). 

Technical Memoranda: other technical publications not given a full 
distribution, for example because they are of ephemeral value only or because 
the results of the study that produced them may be released only to the nations 
that participated in it. 

The first series (AG) will continue numbering from the AGARD series of the same name, 
although the publications will now relate to all aspects of defence research and technology 
and not only aerospace as formerly. The other series will start numbering at 1, although (as 
in the past) the numbers may not appear consecutively because they are generally allocated 
about a year before the publication is expected. 

All publications, like this one, will also have an 'AC/323' number printed on the cover. This 
is mainly for use by the NATO authorities. 

Please write to me (do not telephone) if you want any further information. 

EN 
TR 
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G.W.Hart 
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Frequency Assignment, Sharing and 
Conservation in Systems 

(RTO MP-13) 

Executive Summary 

Information transfer is an essential feature of modern warfare, the Frequency Assignment process is an 
integral part of this activity. 

NATO, through the Radio Frequency Agency is responsible for the assignments in the 225 - 400 MHz 
band and must be conversant with developments in this field and apply the most appropriate technique. 
Components of NATO's forces are more frequently deployed in peace support roles where timely 
information is crucial and communications are in addition to the existing infrastructure. In this scenario 
allied forces must establish a compatible communications plan which includes frequency assignment in 
an already dense and dynamic environment. 

Wideband systems are becoming prevalent in the civilian community and will demand greater spectral 
occupancy. This, coupled to the proliferation of mobile communications puts severe pressure on the 
Military to relinquish some of the spectrum currently allotted on an exclusive basis. Spectrum pricing 
will only add to this pressure. It is therefore essential that spectral resources are employed efficiently. 

The symposium was organised to expose the assignment engines under development and solicit the 
requirements from military users. The intent was to allow academics visibility of the rules which the 
users wish to apply and establish an understanding of the priorities which are imposed. 

The call for papers produced a good response with the subsequent presentations provoking some lively 
discussion. The symposium was divided into three basic groups: 

• Tutorial 

• Spectrum Management 

• Emerging Technologies 

The tutorial provided a background of the mathematical techniques which are applied allowing the 
other remaining presenters to focus on their particular area. A larger number of papers was received for 
the Emerging Technologies reflecting the activity in the civilian community to optimise the assignment 
engines. It is recommended that practical scenarios are made available to the academic community to 
exercise their algorithms in a realistic fashion for military applications. The symposium provided a 
suitable forum for both formal and informal discussion and gave the military community an insight into 
the current research areas. 

G. Wyman 
Programme Committee Chairman 



L'attribution, le partage et la 
conservation des frequences pour les systemes 

aeronautiques et spatiales 

(RTO MP-13) 

Synthese 

L'echange de donnees est un element essentiel de la guerre moderne, et l'attribution des frequences fait 
partie integrante de cette activite. 

L'OTAN, par le biais du Bureau allie des frequences radio (ARFA), est responsable des attributions 
dans la bände 225 - 400 MHz. Les derniers developpements dans ce domaine doivent etre bien connus 
pour appliquer la technique la plus appropriee. Les forces de l'OTAN sont tres souvent employees 
aujourd'hui en soutien de la paix, role dans lequel l'actualisation du renseignement est capitale, avec 
des communications qui viennent s'ajouter ä une infrastructure existante. Confrontees ä cette situation, 
les forces alliees sont obligees d'elaborer un plan de communications compatible, qui permette 
d'attribuer des frequences dans un environnement charge et dynamique. 

Les systemes ä large bände se rencontrent maintenant frequemment dans le domaine civil et vont exiger 
de plus en plus d'occupation spectrale. Ceci, allie ä la proliferation des moyens mobiles de 
communication, exerce une forte pression sur les militaires, qui se voient obliges d'abandonner une 
partie du spectre qui leur etait exclusivement attribute. L'installation d'une tarification ne fera 
qu'accentuer cette pression. II est, par consequent, essentiel d'employer les ressources spectrales de 
fa?on efficace. 

Le symposium a eu pour objectif de presenter les systemes d'attribution de frequences en cours de 
developpement et d'etablir les demandes des utilisateurs militaires. L'objectif a ete de permettre aux 
membres du milieu universitaire de prendre connaissance des regies que les utilisateurs veulent 
appliquer et de mieux comprendre les priorites. 

De nombreux textes de conference avaient ete proposes et les presentations retenues ont suscite des 
discussions animees. Le symposium s'est scinde en trois grands groupes : 

• techniques mathematiques appliquees 

• gestion du spectre 

• technologies naissantes 

Le premier groupe a permis aux autres Conferenciers de donner la priorite ä leurs domaines specifiques. 
Beaucoup de textes de conference ont porte sur les technologies naissantes, ce qui est indicatif du 
niveau d'activite dans le domaine de 1'optimisation des systemes d'attribution dans le secteur civil. II a 
ete recommande de mettre ä la disposition des membres du milieu universitaire des scenarios pratiques 
permettant la mise en oeuvre de leurs algorithmes de fa?on concrete en vue d'applications militaires. Le 
symposium a servi de forum pour des discussions formelles et informelles, en donnant aux militaires un 
aper§u des domaines de recherche courants. 
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Theme 

The successful operation of aerospace communications, radar and remote sensing systems requires effective frequency 
assignment. The potential sharing of the operating band with other users requires knowledge of the envelope of 
compatibility between the systems which are to be deployed. The requests for additional spectra from particularly the 
commercial sector demand that assignments are made with a view to conserving the over-subscribed frequency 
spectrum. The emphasis during the symposium will be on describing the techniques to optimise the packing of the 
requests within an allocation taking cognisance of the allotments. 

The symposium will consider the frequency assignments to minimise interference and strategies which allow frequency 
sharing between similar and dissimilar systems. Off-line, real-time models and decision aids will be considered in the 
symposium together with experimental validation. Occupancy measurements and models, network planning tools and 
advanced computer area coverage models are important issues. Related system, networking measurements and 
simulations will also be highly relevant to this meeting. 

Frequency spectrum conservation can be improved by operating a number of services in the same frequency band, each 
service employing a different modulation, coding or access scheme. An example of this is the operation of spread 
spectrum CDMA communications systems in a band also used by FDMA services. The symposium will address the 
selection of the appropriate modulation techniques and the necessary parameters for compatible operation. 

In order to utilize the frequency spectrum efficiently a number of approaches have been developed around the choice of 
waveform. Examples of these are the high level modulation schemes (such as 16 or 64 level QAM) used in high 
capacity civil communications systems. The application of simple diversity techniques and signal processing to 
overcome the inherent limitations of the propagation channel also help in the assignment process will be addressed. 
Why important to NATO: Spectrum conservation and the retention of adequate spectrum for military use will become 
more difficult with the proliferation of commercial wideband systems. The ability to communicate on demand is 
paramount for aircraft involved with safety of life issues. NATO has specific assignment responsibility in the 225-400 
Mhz band in NATO Europe and advises users in other parts of the spectrum. 

Theme 
L'exploitation adequate des systemes de telecommunications aerospatiales, des systemes radar et des systemes de 
teledetection passe par 1'attribution optimale des frequences. Pour partager la bände de frequences de fonctionnement il 
faut connaitre Fenveloppe de compatibilite entre les systemes ä mettre en oeuvre. Les demandes de spectres 
additionnels emanant en particulier du secteur commercial, font que les frequences sont attribuees de facon ä conserver 
le spectre malgre les demandes d'abonnement qui depassent la capacite disponible. Au cours de ce symposium, 
l'accent sera mis sur la description de techniques permettant d'optimiser l'attribution des demandes. 
Le probleme de l'attribution des frequences pour reduire au maximum les interferences sera aussi examine, ainsi que 
les strategies permettant le partage des frequences entre systemes semblables et dissemblables. Des modeles et des 
aides ä la prise de decision autonomes et en temps reel seront pris en compte lors du symposium. Leur validation 
experimentale sera examinee, ainsi que les calculs et les modeles d'occupation spectrale, les outils de planification de 
reseaux et les modeles sophistiques de couverture informatique. Les simulations et les calculs des systemes et des 
reseaux connexes seront egalement abordes. 

La conservation du spectre de frequences peut etre amelioree par l'exploitation de plusieurs services dans la meme 
bände, chaque service utilisant une procedure d'acces, de modulation ou de codage differente. Un exemple est 
l'exploitation de systemes de telecommunications d'acces multiple ä repartition par code (AMRC) ä etalement de 
spectre dans une bände de frequences utilisee en parallele par des services d'acces multiple par repartition en frequence 
(AMRF). Ce symposium examinera le choix de techniques appropriees de modulation, ainsi que les parametres 
necessaires ä une exploitation coherente. 

En partant du choix de forme d'onde, un certain nombre de pistes ont ete explorees pour utiliser le spectre de 
frequences de facon efficace. Parmi celles-ci on peut citer des Schemas de modulation de niveau eleve (modulation 
d'amplitude en quadrature QAM de niveau 16 ou 64 par exemple) utilises dans les systemes de telecommunications 
civils ä grande capacite. L'application de systemes simples de reception en diversite ou de strategies sophistiquees de 
traitement du signal pour s'affranchir des restrictions des canaux de propagation et pour en faciliter l'attribution sera 
examinee. 

La conservation du spectre est une question importante pour l'OTAN, car avec la proliferation des systemes 
commerciaux ä large bände, il sera de plus en plus difficile d'obtenir un spectre repondant aux besoins militaires. Et 
pourtant, communiquer est un besoin vital pour toute mission aerienne impliquant des vies humaines. L'OTAN est 
specifiquement responsable de l'attribution des frequences dans la bände 225 - 400 Mhz dans les pays europeens de 
1'Alliance, et fournit des conseils aux utilisateurs en ce qui concerne le reste du spectre. 
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1.   Introduction 
2.0 Summary Conclusions and 
Recommendations 

Effective aerospace communications and 
sensors depends on the 1) effective 
management of the available (allocated) 
spectrum resources and on the 2) efficient use 
of the resources through frequency 
assignments. Generally, Session I covered the 
first topic, and Session II the second. Included 
in both sessions were papers from the design 
community of military sensors that highlighted 
the growing frequency assignment problem 
and offered potential solutions. The 
symposium sessions and papers are 
summarised and discussed in paragraph 3, 
below. Summary     conclusions     and 
recommendations are made in paragraph 2, 
below. 

The operation of emitters to prevent harmful 
interference is essential to both military and 
civilian users. Compatibility within the 
electromagnetic spectrum is achieved with a 
three stage process of allocation, allotment and 
assignment. This process is governed by the 
ITU, which in turn delegates some aspects of 
the problem to other agencies. The users 
maintain stability by conforming to a 
prescribed set of rules, lending itself to 
constraint logic programming. Requests for 
spectrum use is increasing from a wide group 
of both commercial and military users. 
Financial pressure will inevitably prevail and 
military users will be forced to accept smaller 
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allocations. This symposium was organised to 
expose the underlying methods to achieve an 
acceptable position, which was accomplished. 
The papers offer the inclined reader a 
description of the method adopted coupled 
with an extensive bibliography. 

Frequency assignments have in the past not 
warranted extensive research because if 
managers adhered to simple rules the spectrum 
utilisation was sufficiently low to 
accommodate most demands readily. The 
assignment process was developed from a 
rudimentary process of considering the 
separation of simple geometric shapes 
presented as an overlay on a map, which led to 
generous interference margins. This was then 
automated and improvements in efficiency 
sought by invoking sequential search processes 
(greedy algorithms). Current methods use one 
of the greedy algorithms as a primary solution 
and explore the solution space for 
improvements. Several papers were presented 
in this category using meta-heuristics, which 
were tested against standard problems as a 
benchmark. In some instances hybrids of the 
elemental methods have been described which 
show some promise, but all are at an early 
stage of development. 

Methods using binary constraints predominate, 
but higher order constrains were covered and 
deemed worthy of further consideration. 
Linear programming methods have been 
considered for adoption in cellular networks 
and give advantages in particular areas. 
Regrettably the domain of application needs to 
be established for these techniques as well as 
for the hybrid methods. In this category guided 
local search had good performance if the 
internal structure can be identified, but they are 
competing with the neural network methods 
which provide considerable benefit once they 
have been trained on the request class. 

Propagation prediction is an intrinsic element 
of the assignment process to enable the field 
strength from distant transmitters to be 
calculated. Several papers addressed this issue 

but as the efficiency of the assignment process 
improves, the error bound on the propagation 
loss must be reduced. Further refinement is 
required to retain consistency. 

It is recommended that the theoretical methods, 
described in the papers presented, be exercised 
on practical problems to give confidence in 
their use. Also, the military must match the 
packing density achieved by their civilian 
counterparts to retain the spectrum currently 
allotted. To achieve this they must apply the 
latest techniques and be conversant with the 
techniques adopted in the civil community. 

During the symposium evidence was provided 
which indicates that co-ordination between 
NATO countries is lacking. A concerted effort 
is required to present coherent arguments to 
preserve the spectrum resource; this could be 
achieved by establishing a working group to 
further the study of frequency management. 
Information transfer is an essential feature of 
modern warfare and all avenues must be kept 
open to ensure the greatest diversity of bearers. 

3.0 Summary of the Symposium 
Program 

Subjects for the symposium were divided into 
three subject groups: Tutorial, Spectrum 
Management and Use (Session IA & IB), and 
Emerging Technology and Criteria (Sessions 
IIA, IIB, IIC, and IID). Due to unforeseen 
circumstances and late insertion of a substitute 
paper, the papers were not categorised 
accurately. For clarity, the papers are discussed 
using the following structure: 

3.1 Tutorial 
3.2Sessions I and IIA: Spectrum Management 
and Use 
3.3Sessions IIB, IIC, and IID: Emerging 
Technology and Criteria 

3.3.1 Frequency      Assignment 
Algorithms and Methods 

3.3.2 Spectrum Needs of New Radar 
Concepts 

3.3.3 Design Support Tools 
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Please note that for consistency, three papers 
given in Session I are discussed in the Session 
II section (paragraph 3.3). These papers are: 

1) Application of New Techniques to 
Military Frequency Assignment 

2) Real-Valued Frequency 
Assignment 

3) Radars Basse Frequence 
Compatibilite Avec Les Autres 
Moyens Electromagnetiques 
(Compatibility of Low Frequency 
Radar with other Electromagnetic 
Sources) 

In summarising the papers, they are at times 
quoted directly to maintain clarity. Many of the 
comments and conclusions made are those 
shared by both the paper authors and the TER. 
There are a few cases, however, where the 
comments and conclusions offered are that of 
this TER only; these can be clearly identified 
in the summary below. 

3.1      Tutorial 

The Tutorial was prepared and given by D.H. 
Smith and A.M. Allen from the University of 
Glamorgan and S. Hurley and W.J. Watkins 
from the University of Wales in the U.K. The 
intention of the Tutorial was to set the stage for 
those papers given in the symposium on 
algorithm and model research to solve the 
frequency assignment problem. This was 
effectively accomplished. The scope and 
seriousness of the frequency management 
problem to both the commercial and military 
agencies, and to NATO in particular, were not 
addressed in this Tutorial. This was 
accomplished later in the symposium in those 
papers that addressed the spectrum 
management and use. A summary of the 
Tutorial follows. 

Four subjects were covered in some detail in 
the Tutorial. They were: 
1)  The two primary types of problems usually 

addressed  in  the   frequency   assignment 

process,   "minimum   span"   and   "fixed 
spectrum" 

2) A few of the more significant algorithmic 
approaches; most, but not all of the 
algorithms covered by the papers given at 
the symposium were discussed in varying 
amounts of detail. 

3) The process for evaluating algorithms 
using lower bounds, assuming a set of 
binary constraints 

4) The general assumption that binary 
constraints is the best way to represent the 
problems in the real world was questioned, 
and the value of considering other 
approaches was discussed. 

The minimum span problem is where it is 
desired to determine the minimum spectral 
requirement for a given service, whilst not 
exceeding a defined maximum level of 
interference. This problem receives the 
greatest attention in literature. The fixed 
spectrum problem is where it is desired to 
minimise some measure of interference using 
only a given allocation of frequencies. This 
problem is one that concerns frequency 
managers who assign frequencies within a 
given frequency allocation. 

The Tutorial included a survey of the following 
algorithms: 
• Exact - applicable to the minimum span 

problem; however, the algorithm usually 
finds solutions for very small problems 
(less than 30 transmitters) 

• Partial (or limited iterations of the 
algorithm) Backtracking - applicable to 
minimum span problem, but unlikely that it 
will have as much flexibility in exploring 
the search space as the best heuristic 
algorithms 

• Sequential (or greedy) - useful for 
minimum span problems, but are used to 
assign frequencies to transmitters with no 
reassignment possible 

• Neural Networks - described as not being 
competitive in value to metaheuristic 
algorithms for finding optimum frequency 
assignments 
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• Genetic - an algorithm that simulates some 
of the processes of evolution and natural 
selection, and is being used for minimum 
span problems 

• Hill Climbing - can be used to find 
moderately good solutions to the fixed 
frequency problems 

• Simulated Annealing (SA) - a 
metaheuristic algorithm derived from 
statistical mechanics; can be adapted to 
minimum span problems 

• Tabu Search - same as SA, above 

Evaluating these algorithms, when applied to 
minimum span problems, is usually 
accomplished in context with a set of binary 
constraints. Once the constraints have been 
established, then the question is "how good is 
a particular algorithm at generating optimal 
solutions given such problem definitions"? 
Establishing how good a solution is judged to 
be is done by comparing how well it performs 
to solutions obtained by other algorithms. To 
do this, it is very important that common 
problems and their datasets be used. Smith and 
Allen suggests that either the CELAR dataset 
or the " Philadelphia" problem be used. 

When comparing a solution made by an 
algorithm for a minimum span problem, it is 
necessary to establish a lower bound. This 
means that for a solution to be considered 
acceptable, it must have a solution that is 
within a specified range of the best possible 
solution found by any algorithm so far. For 
commercial cellular communications this value 
has be set at 0 - 5%. For military radio 
communications, the value is 0 -10%. 

Evaluating algorithms when applied to fixed 
spectrum problems is not as simple as for the 
minimum span problem, because it is not 
obvious how a lower bound can be established 
for comparison. D. H. Smith referred to some 
previous work done on this problem, and is 
referenced in the tutorial literature. 

The Tutorial included the results of a number 
of  algorithm   solutions   using   the   method 

described above. The metaheuristic algorithms 
appear to consistently provide the best or 
"optimum" solutions. 

Although algorithm evaluation usually 
assumes a set of binary constraints, Smith 
asserts this might not be an assumption that 
will produce an optimum solution. Binary 
constraints are usually limited to describing the 
necessary channel separations to sufficiently 
attenuate interfering signal. This approach 
assumes there is only one possible interferer, 
which is not always a situation found in the 
real world. Another approach was presented 
that assumes a non-binary situation, and the 
non-binary and binary methods were 
compared. The results of the comparison 
suggests that non-binary constraints have a role 
in the evaluation process, but perhaps these 
constraints should be inserted into the process 
as revisions to the original constraints rather 
than using them in some way as initial 
conditions. 

This is an excellent Tutorial for those who 
wish to learn more about the comparative value 
of various algorithms being used today for 
finding optimum solutions to the frequency 
assignment problem. 

3.2 Sessions     I     &     IIA: 
Management and Use 

Spectrum 

Two papers in this session described the 
spectrum certification process (S.R. Green and 
C.A. Scammon) and the spectrum management 
system and tools (T.C. Hensler) being used in 
the US. Until recently, spectrum certification 
process in the United States Department of 
Defense (DoD) used the DD 1494 application 
form to collect the technical information to 
permit officials to evaluate the request for use 
of electronic spectrum frequencies. Green and 
Scammon observe, however, that the data 
collected by this process was rarely correct. 
The form itself has been confusing, and with 
the emergence of more sophisticated, complex 
systems, the form did not provide a means to 
enter  sufficient  details  about  the   systems' 
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operating characteristics. They estimate that 
the application could exceed 30 pages of 
technical information, and because the size of 
the form is inherently limited, the information 
necessary to evaluate the application could be 
truncated or even deleted. 

In the 1990's, the Joint Spectrum Centre 
developed an automated system, called the 
Spectrum Certification System (SCS), 
designed to improve and enhance the Spectrum 
Certification process. The DD 1494 process 
was automated, and data checking was added 
to make sure the data was accurate. However, 
the process is not without problems. For 
example, if a system has several power levels 
and different emission bandwidths, NTIA 
needs to know that power levels are associated 
with which emission bandwidths to perform an 
accurate EMC analysis. Without this input, the 
EMC analysis performed is very conservative, 
and a " worst case" analysis is created. 

To solve the problem of inadequate data, the 
US National Telecommunication and 
Information Administration (NTIA) is again 
redesigning the spectrum certification process 
and also is developing a new system for 
capturing and reporting the needed technical 
data. This new system, called the Smart 
Interface Diagram (SID), provides an icon- 
based interface that captures inter- and intra- 
system relationships and that prompts the 
applicant to enter only those system parameters 
required. This new system is described by 
Green and Scammon in their paper. 

T. Hensler described the United States Joint 
Spectrum Management System (JSMSw), how 
it is mechanised on a set of management tools 
that run on a personal computer, and the eight 
steps that must be performed during the 
frequency nomination process. Recently the 
NTIA joined forces with the DoD Joint 
Spectrum Centre (JSC), and the JSMSw will 
be used by both agencies for commercial sector 
and     DoD     applications. There     are 
approximately 700 copies of JSMSw being 
distributed to DoD and Federal users in the US. 

It appears that JSMSw can be used at the 
NATO level. This possibility should be 
explored in the future. The major drawback of 
the program is that it is used only in certain 
frequency ranges, and while presently being 
used in ground to ground applications, it has 
not been applied to ground-air-ground and air 
to air applications 

The needs for spectral efficiencies for NATO 
were discussed by A.W. Graham and J.B. 
Berry from the UK. They agree with the 
concept being pursued by the US that a 
computer-based spectrum management 
program can play in the efficient, optimal 
design of networks and frequency utilisation 
for tactical applications (where frequency 
assignments need to be made dynamically), but 
they add that there is an urgent need for the 
efficient use of the military frequency band 
allocations. They point out that there is not 
only a growing competition for frequency 
space between the civil and military users, but 
there is growing competition within the 
military itself. For example, there is a growing 
needs for more frequency space to support 
command and control communications 
particularly to accommodate the digitisation of 
the battlefield concepts; and also to introduce 
battlefield surveillance radars discussed in 
3.3.2. Unfortunately, NATO member nations 
still tend to manage frequency assignments and 
overall frequency allocations by paper, with 
varying degrees of computer support. Even 
with some support from computer-based 
systems, frequency assignments are not 
optimum, and are often difficult to implement 
preventing the manager reacting quickly to 
dynamic scenarios. Many computerised 
frequency assignment systems make it possible 
to improve the accuracy of the data, and can 
optimise frequency use by using an algorithm. 
However, the authors point out that although 
there are likely to be improvements in use, the 
key issues governing spectrum "lies 
elsewhere". The main factor for a allowing a 
spectrum manager to meet the requirements of 
an assignment in a short notice is they must 
have     adequate,     accurate,     and     timely 
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information on current allocations and 
assignments for both military and civil 
agencies, and information on the environment. 

The authors identify three main information 
requirements. The first is the need for an 
equipment database that includes friendly, 
enemy and neutral emitters and receivers. This 
kind of a data base does not exist (nor does a 
strategy for capturing a database exist), and it 
will require much effort to form this database. 
The second main piece of information needed 
is the dynamic order of battle (ORB AT), which 
includes information about friendly, enemy 
and neutral assets. Unfortunately the ORB AT 
database does not normally include all of the 
information required, and other sources of 
information is required. The third kind of 
information required is that of environmental 
data. Some general data is usually available to 
the manger, but since atmospheric conditions 
are dynamic and complex, it is unlikely that a 
real-time, theatre-wide picture of small scale 
variations in the atmosphere can be created 
practically for the manager in the near future. 

K. Kho and M. Elliott from the NATO HQ C3 
Staff described the NUFAS 2 assignment 
system (a software tool) being used by NATO 
to manage the Air-Ground-Air (A/G/A) 
assignments in the UHF 225-400 MHz military 
band. It is designed to assign frequencies for 
both bulk assignment problems (when it is 
necessary to reorganise UHF bands) and 
individual and batch assignment problems (for 
day to day assignments). 

This paper is timely and enlightening. 
However, it is distressing to note (as discussed 
in the summary) that some of the work going 
on in the individual NATO nations are not 
being co-ordinated adequately with the NATO 
HQ C3 Staff. 

Two software planning aids used in the UK to 
perform simple tasks, such as estimating usable 
frequencies, and complex tasks, such as 
frequency allocation for large networks, were 
described by N. Wheadon. These two planning 

aids do not replace the Automatic Link 
Establishment (ALE) and the system 
Automatic Link Maintenance (ALM) systems. 
It was emphasised that ALE and ALM demand 
a good basis, this is achieved by a Frequency 
Management tool. The techniques are thus 
regarded as complementary. 

The first software planning tool, WinHF, is a 
combined ground-wave and sky-wave 
propagation prediction program developed by 
GEC-Marconi. The ground-wave prediction 
algorithm used in WinHF applies the Bremmer 
method, and the sky-wave element is provided 
by the "ITU-R" method. WinHF is used by all 
three services in the UK MoD, and is their de 
facto standard at the present time. The second 
software planning tool is also used across all 
three services in the UK MoD, and is used for 
generating and evaluating frequency 
assignments for very large systems (more than 
1000 individual networks, each consisting of 
many radios). The primary aim of the tool is to 
minimise interference. This very sophisticated 
tool provides an output in the form of lists of 
frequencies for each of the networks, as well as 
descriptions of the quality of the frequency 
assignment. 

This excellent paper was accompanied by a 
demonstration of the software tools. These 
tools should be reviewed by other NATO 
countries for possible use. 

ELMER S.p.A is developing a flexible, reliable 
HF radio communication system for use 
between moving, ground-based operating 
platforms and ground-based, fixed stations. As 
a part of this development program methods 
were developed to minimise the number of 
ground stations required to achieve reliable 
coverage. M. Proia and G. Maviglia presented 
a paper on the methods used, which employ the 
judicious selection of ground-based station 
locations, knowledge of the variable conditions 
of the ionosphere layer at specific frequencies 
(based on observations made by the National 
Institute of Geophysics in Rome, Italy), and 
use of a software simulation program (AS APS) 
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to establish reliable HF communications with 
the    system. The    method    has    been 
demonstrated in tests in the Mediterranean 
area. Proia and Maviglia suggested at the 
symposium that this work should be of benefit 
to NATO for the development of reliable HF 
communications. Follow-on briefings to 
NATO are planned. 

Other work going on to develop design 
processes and supporting tools for designing 
and optimising communication networks is 
being funded by the EU ESPRIT Project 
23243. This work, described by S. Hurley, S. 
Chapman, and R. Kapp-Rawnsley, is being 
developed primarily for designing and 
optimising commercial mobile (cellular) 
communication system networks. The models 
and algorithms developed in this program have 
provisions for considering optimum frequency 
assignments (for reliability and non- 
interference), site location, and cost. Since site 
locations for commercial cellular systems are 
usually limited (due to prohibitive land costs or 
other constraints) or are sometimes already 
existing, the model used for optimisation 
includes features that will enable the designer 
to start with no initial sites (the authors refer to 
this condition as the Greenfield process) or 
with pre-existing sites (called the expansion 
process). Once the design process is started 
from the initial requirements and constraints, a 
number of trial networks are generated. 
Changes in the networks usually are made at 
the site configuration, where three types of 
antennas (omni-directional, narrow panel, and 
large panel) are used, and in the frequency 
assignments. A simulated annealing algorithm 
is used to determine if an improvement is made 
over the previous trial network. If so, then the 
network is modified for improvement, and 
evaluated again. If not, then the previous 
network is used to generate a new trial 
configuration. 

Although the work described in this paper is 
impressive, it is focused entirely on the 
commercial cellular communications problem. 
While   not   directly   applicable   to   military 

functions, much of this work can be used, with 
modification, to military and NATO tactical 
problems. 

3.3 Sessions IIB, IIC, and IID:    Emerging 
Technology and Criteria 

Solutions to the frequency assignment problem 
(FAP) is usually stated as being one that 
minimises the spectrum requirement by finding 
a satisfactory assignment while using the 
smallest number of distinct frequencies. A 
second, and sometimes an equally or even 
greater important requirement is the solution 
quality should be maximised by finding an 
assignment using a given fixed allocation of 
frequencies that provides the best possible 
coverage. This is usually the case for 
commercial cellular communications, and 
likely for NATO C3 as well. The problem is, 
then, by using only simple binary constraints 
often assumed in many FAP solution methods, 
gaps in the service area occur. This point was 
made by Smith in the Tutorial, and is the point 
made by J. Bater, P. Jeavons, D. Cohen and N. 
Dunkin in their paper which asked the question 
"are there effective binary frequency 
separation constraints for the frequency 
assignment coverage problem"? Using the 
software package FASoft and the Pinkville 
FAP model, the study showed that the simple 
binary constraints produced a good solution in 
terms of frequency allocation and span. 
However, the coverage was reasonable, but not 
"100%". "Prudence" factors were added to 
the binary constraints until 100% coverage was 
achieved, which meant that to guarantee 
complete coverage for this Pinkville FAP, an 
additional 17dB was needed in the binary 
constraints (from 9dB to 27dB). Of course this 
had an adverse effect on the frequency span. 
The authors then selected a global constraint 
value that was more " sensible" rather than the 
"extreme". This resulted in an improved 
frequency span solution, achieved a good 
solution to the frequency assignment problem 
with 95% coverage. So, they proved in this 
case that a global constraint resulted in a better 
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solution for their FAP than either the straight 
binary or modified binary constraint. 

Not found in the Bater, Jeavons, Cohen, and 
Dunkin paper, unfortunately, was a 
presentation at the symposium about some 
recent work they have done on the 
development of a "Higher Order" set of 
constraints; higher order constraints as they 
defined them looks at multiple, rather than 
single (or binary) interferences. These 
constraints have permitted them to obtain 
solutions (still using FASoft) that are much 
more optimum than when binary constraints, 
prudent binary constraints, or global constraint 
approaches are used. This work described by 
Bater, Jeavons, Cohen, and Dunkin is 
encouraging. Follow-on work is needed to 
determine how well the higher order set of 
constraints, as proposed, can be adapted to 
function and perform with other algorithms. 

R. Bradbeer presented a paper on the 
application of simulated annealing (SA) and 
genetic (GA) algorithms to the problem of 
efficient and optimal frequency assignment 
problem, but with a major improvement. As 
Bradbeer points out, the two algorithms can 
not be simply and directly applied to FAP, 
because the problems to be solved (genetic or 
annealing vs. frequency assignment) are not 
fully analogous. In real annealing, for example, 
the atoms (which are identical and the 
constraints governing their relative positions 
are the same) are moved in small increments 
until they occupy the correct position in 
relation to their neighbours. In the frequency 
assignment problem, the constraints (i.e. cosite 
vs farsite) for each frequency application are 
not identical, and the individual frequencies are 
interrelated in a complex relationship. 
Therefore, simple application of the simulated 
annealing algorithm, which does not take into 
account the relative interaction, will not result 
in an efficient or even desirable solution. 

Simple application of genetic algorithms is 
flawed as well. An application of this 
algorithm might  involve the  generation of 

frequency assignments where there is the 
lowest overall interference. At this point, 
however, there easily could be those frequency 
assignments that would interfere with one 
another, so there would have to be further work 
to eliminate the interference. The genetic 
algorithm assumes (appropriately) that crosses 
between entirely different organisms are not 
viable, so this algorithm is not appropriate for 
this step. The need for speciation in genetic 
algorithms is addressed in the literature, but the 
total solution space required for assigning 
hundreds of frequencies to hundreds of nets is 
enormous, and the author has not found any 
reference to solving this kind of problem. 

Bradbeer proposes that if the simulated 
annealing or the genetic algorithms are used 
and practical results are to be achieved, then 
productive areas of the solution space will need 
to be identified and the algorithm " guided" so 
as to avoid exploration of unproductive areas. 
Alternatively the techniques can be applied in 
such a way that the problem presented to the 
algorithm has a smaller solution space and is 
less multi-modal. An example of this latter 
technique is proposed by Hurley et al and is 
referenced in his paper. Bradbeer chose to 
guide the algorithm using the standard graph 
colouring algorithm developed by M. A. Trick 
from Carnegie Mellon University. Although 
the results of this approach are not covered in 
his paper, the approach deserves to be seriously 
considered by others for future application. 

It is well known that some algorithms are 
better at satisfying the constraints, and others 
are better at finding better cost solutions. 
Following this logic, C. Bousano-Calzon and 
A. Figueiras-Vidal have developed a hybrid 
algorithm that merges the best features of the 
neural network algorithm with the best features 
of the genetic algorithm. 

The genetic algorithm used by the authors uses 
the same approach given by Goldberg. The 
neural network used is a Hopfield type net 
similar to that in Funabiki. but with some new 
properties to make it more compatible with the 



T-9 

genetic algorithm. Quoting the authors in their 
paper, "to mix the neural net and the genetic 
algorithm, each gene represents and initial 
point in the neural net. The fitness of the gene 
is then evaluated by first initialising the neural 
net, relaxing it to a feasible solution and 
counting up the assigned frequencies or 
channels". 

The approach taken to evaluate the hybrid 
algorithm was to (a) analyse the performance 
of the neural network alone on two FAP's and 
then to (b) compare the performance of the 
hybrid algorithm to the neural network 
performance and the performance of a genetic 
algorithm alone as reported in the literature. 
The authors selected a general form of 
allocation by Gamst and Rave for arbitrary 
non-homogeneous networks. The results of this 
study showed that the neural network portion 
of the hybrid algorithm allowed the algorithm 
to have feasible solutions in each case. The 
quality of the allocations obtained by the 
network was approximately 2% below the 
optimum for the benchmark problem. 

Studies into the hybrid algorithm (such as the 
one developed by the authors) should continue. 
The basic concern here, however, is how the 
performance was measured and studied. The 
test case problem is much too generic; as 
pointed out in the Tutorial, standard problem 
cases should be used in studies of this type. 

C. Voudouris and E. Tsang also use a 
derivation of the neural network algorithm to 
work with local search algorithms to solve the 
Radio Link FAP (RLFAP). Local search 
algorithms alone have not led to optimum 
solutions for large problems, but they are very 
effective for small problems. Voudouris and 
Tsang use this new algorithm, which they 
derived from the GENET neural network and 
which they call Guided Local Search (GLS), to 
"guide" the local search toward optimal 
solutions for the total RLFAP. 

In their paper, they show how well the GLS 
and variants of the GLS solved the RLFAP 

relative to publicly available performance 
benchmarks. For the 25 different instances of 
the standard RLFAP, the GLS achieved a 
better solution in four instances, did marginally 
poorer in two instances, and achieved the 
same results in all the rest. The variants of the 
GLS achieved very good results as well. In the 
thousands of runs made testing the variants, 
they were all able to find a feasible solution of 
the soluble instances despite the fact hard 
inequality constraints were included in the cost 
function. When a circular list strategy was used 
with the GLS variants, better and more 
consistent solutions were found, compared to 
the best known solutions found by all the 
different algorithms in use today. This leads 
the authors of this paper to make the bold 
statement that "we believe there is little room 
for improvement with regard to solution 
quality by using more sophisticated 
techniques." 

The authors have good reasons to be optimistic 
about the GLS, and particular its use when 
circular list strategy is used. One very major 
step must be taken first, and they stated so in 
their presentation and in the last sentence of the 
paper. That step is to see how well the GLS 
performs in the real world, working on real 
FAP problems, and how easily the GLS can be 
integrated into the frequency management 
problem. This is a next step that is highly 
recommended by this TER. 

R. Leese reported on the results of an effort to 
refine the linear programming approach for 
FAP the frequency assignment problem. The 
refinements include utilising linear 
programming relaxation, and adding column 
generation to solve the problem. This research 
was funded by the UK Radiocommunications 
Agency under a contract with St. Catherine's 
College, Oxford. 

Linear programming has produced promising 
results for a variety of standard benchmarks. 
The main new refinement proposed by Leese is 
the idea of adding column generation, which is 
called the Channel Assignment by Column 
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Generation (CACG) procedure. The CACG 
procedure has been applied to the range of 
problems discussed in the Tutorial paper by 
Smith (see Tutorial paper, above), and results 
have been reported by Leese in the 
Proceedings of the 14gh International Wroclaw 
Symposium of Electromagnetic Compatibility, 
June 23-25, 2998. 

The CACG procedure is a combination of 
several standard techniques from linear 
programming optimisation. As a first step, 
CACG "relaxes" the requirement in the linear 
programming (the simplex method is used) that 
all variable be integer. This 'relaxed' linear 
program makes it much easier to solve a 
problem, but it produce a fractional solution 
that is not possible to occur. To overcome this 
problem, rounding is used in CACG. Column 
generation is applied to the relaxed linear 
program, where the demand constraints (ie. 
sufficient number of channels) are introduced. 
The process taken here involves the use of 
building blocks. An 'auxiliary problem' is 
used to construct the building blocks. 
Interference constraints are introduced through 
the auxiliary problem. 

helicopters. The reason for operating in this 
lower region (200 to 500Mhz) is to improve 
the detection of slow moving aircraft and 
missiles. However, this region is heavily used 
for communication, requires larger antennas, 
and is usually easy to detected. Zolesio and 
Olivier propose four strategies for overcoming 
these problems. First, they propose to use a 
20db gain antenna. This kind of antenna is very 
directional, reducing the spatial occupancy and 
hence will reduce the chances of it being 
detected and should reduce interference with 
other friendly assets. Second, the transmitted 
frequency is heavily filtered, with sidelobes 
below 40db. This also reduces the probability 
of detection and interference with other devices 
operating in the WUHF region. Third, they 
propose to limit the total transmit power to 100 
watts and limit the pulse to short bursts. 
Fourth and last, they are proposing a frequency 
hopping strategy over a very wide band of 
frequencies, which will again reduce the 
probability of detection. However, it was on 
this point that their concept posed a problem in 
frequency assignments. The frequency 
hopping concept uses many frequencies, and is 
quite unpredictable. 

Leese shows that CACG has the potential to 
be a good method whenever there is an optimal 
assignment that may be constructed from 
spectral blocks. The CACG benchmarks show 
good performance for many instances, and also 
show there is a need for improvements in other 
certain instances. Leese observes that further 
research is needed to clarify the range of 
applications of this type of method. 

Obviously there is a problem for sharing the 
V/UHF space with other assets. Although long 
distance surveillance radars operating at these 
frequencies operate using kilowatts of power, 
mapping radars looking for ground targets 
between 10 and 15 km use about 100 watts. 
Therefore, these kinds of mapping radar should 
not be likely to interfere with other assets 
operating at the V/UHF frequencies. 

3.3.2 Spectrum Needs of New Radar Concepts 

As pointed out before, there is an ever growing 
demand for frequency space from both 
commercial and military users. New low 
observable radars, for example, need to operate 
in the V/UHF bands where they will be in 
competition with other radio communication 
devices. In their paper J. Zolesio and B. 
Olivier describe a proposed low frequency 
radar for detecting aircraft vehicles such as 

A new type of radar concept that need large 
portions of the frequency band is the wide band 
and the ultra-wide band radar. Jean Isnard, in 
his paper, explains that while present radars 
use about 1% or so of the available band width 
of the carrier frequency, wide band radars can 
use as much as 10%, and the new experimental 
ultra-wide band radars will use 25% of the 
carrier. So if these new radars require so 
much, why are they necessary? Isnard gives 
the following reasons: 
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a) they can achieve much higher resolution 
b) lower probability of detection (low 

observable) of the radar by hostile forces 
because the radar energy is spread over the 
spectrum 

c) in the search mode, clutter is reduced 
d) in the terrain following mode, multipath 

effects can be eliminated 
e) in the recognition mode fratricide fire can 

be eliminated 

Although ultra-wide band radar will use as 
much as 25% of the carrier frequency, they 
also operate in short bursts (on the order of one 
nanosecond); most of the time they are just 
listening. So when the time-frequency space 
required for ultra wide band radar is compared 
to other types of radio-communication assets, 
the problem is not as great as one might 
assume. However, it is obvious that wide band 
radar designers and frequency spectrum 
managers need to have much more interaction 
with the communications community, as Isnard 
states. Designers have options and design 
techniques that may help alleviate much of the 
problem. For example, ultra wide radars are 
being designed with very wide band receivers, 
which have innovative signal processing to 
eliminate other interfering electromagnetic 
transmitting    sources. The    technology 
developed could have application to other 
designs. If the receivers are tolerant to 
interference then a greater packing density can 
be achieved and the Frequency Manager can 
relax the rules applied. 

3.3.3 Design Support Tools 

The growing number of commercial and 
military users of the electromagnetic spectrum 
has placed pressure on the system designers to 
consider using the higher millimeter 
frequencies, where the spectrum in relatively 
uncongested and wide bandwidths are more 
readily available. In their paper, A. Shukla, A. 
Akram, T. Konefal, and P. Watson describe a 
decision aid tool, called the Millimeter 
Decision Aid System (MIDAS) for use by 
designers   who   are   developing   hardware 

operating in the 20-40 GHz range, and for 
system planners to match communication 
tactics to the battlespace environment to 
maximize the operational effectiveness of the 
communication assets. MIDAS includes four 
models: tropospheric, propagation prediction, 
communications prediction, and system 
recommendations.. It also includes an 
input/update module for human operator 
interaction with the four models. An output 
module is included to display the predictions to 
the operator in an effective manner. The 
tropospheric model contains the following 
submodels: 
• rain - method used is that of Tattelman and 
Scharr 
• melting layer - which is a mixture of ice- 
water and air, is treated as rain that is assumed 
to extend to 0 degrees C 
• cloud - derived from the Salonen and Uppala 
model 
• water vapour - uses a combination of the 
Salonen and Uppala annual water vapour 
content and surface value of water vapour 
content equations 
• oxygen - uses an atmosphere model 
The propagation and attenuation model 
contains the following submodels: 
• rain attenuation - rainfall rates are 

converted into attenuation using the 
method of Leitao and Watson. 

• cloud attenuation - uses Salonen and 
Uppala 

• water vapour attenuation - uses modified 
CCIR Radiometeorological data 

• oxygen attenuation - modified to account 
for rain, cloud, and water vapour 
attenuation 

The present MIDAS configuration has three 
primary outputs: 1) signal coverage maps of 
either signal availability for a fixed excess 
attenuation or excess attenuation for a fixed 
availability; 2) colour contours of signal 
availability and link margin that need to be 
adjusted; 3) point to point link budget analysis. 

Even in it's present configuration, MIDAS is a 
useful tool for designers and planners.     It 
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appears that it could be a useful tool for NATO 
operations planners, since it has been 
developed to cover most of Europe. However, 
it does not appear that MIDAS is very close to 
being ready for use as a tactical, battle field 
planning tool, since there were no military 
constraints considered in the model. Perhaps 
after the planned models are added in the 
future this may change. 

One last paper presented by J. Bohl, T. Ehlen, 
and F. Sonnemann covered the subject of high 
power microwave (HPM) effects on LF 
electronic circuits. Whilst important, it was of 
peripheral interest to the participants of this 
symposium. There was some value in having 
the paper given at the symposium, however; 
those who are concerned about frequency 
allocations, assignments, and overall 
management need to be reminded often of the 
potential detrimental effects electromagnetic 
radiation can have on sensitive, friendly assets 
in the battlefield. 

The authors review the work they have done to 
develop appropriate simulation tools for 
analysing and calculating the interference 
using    numerical    techniques. Network 
simulation tools are essential, but only for 
looking for interference effects. In real life, the 
interference effect may be some disruption of 
the function of the electronic device, and in 
real cases where the HPM is very high, the 
device may even be destroyed. At the present 
time, network tools can not be used for this 
purpose. Real measurements must be made to 
do this; the authors discuss how they use a 
generic device that models the actual electronic 
device for this kind of analysis. 

For those interested in this phenomenon, this 
paper should be worthwhile reviewing. 

One particularly interesting point made by the 
Bohl et al is that HF radiation can be converted 
at the interface of some electronic devices to 
LF interference. So, while most electronic 
devices can be and are usually shielded from 
HF energy, the devices are often susceptible to 
LF interference generated at the device 
interface. Therefore, simple shielding and 
other isolation techniques may not protect 
electronic devices. 
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1 Summary 

In this tutorial paper the representation of the 
frequency assignment problem as a generalised 
graph colouring problem is presented. Both min- 
imum span and fixed spectrum problems are de- 
scribed. A number of algorithmic approaches are 
outlined, with particular emphasis given to simu- 
lated annealing and tabu search. Hybrids of these 
algorithms with sequential algorithms and ap- 
proaches based on subgraphs are also mentioned. 
The use of lower bounds to evaluate algorithms 
and assignments is explained. Finally, consider- 
ation is given to the effectiveness of the general- 
ised graph colouring approach. An alternative ap- 
proach using non-binary constraints is described 
and a method of generating lower bounds for this 
non-binary model is introduced. 

2 Introduction 

The frequency assignment problem arises when a 
large number of transmitters are operating in a 
region, and the interference caused by transmit- 
ters on receivers served by other transmitters is 
to be minimised. This can normally be achieved 
easily if the number of available frequencies 
is large enough. The problem is to minimise 
the interference while at the same time using 
spectrum efficiently. The frequency assignment 
problem arises in many military applications, 
such as networks of point to point radio links, 
and in civil applications such as cellular mobile 
telephone networks. 

There are two essential types of problem that can 
be tackled. The first problem, known as the min- 
imum span problem, attempts to determine the 
minimum spectral requirement for a given service, 
while maintaining a defined maximum level of 
interference. The second is known as the fixed 
spectrum problem, and attempts to minimise 
some measure of interference using only a given 

allocation of frequencies. The first problem has 
received the greatest attention in the literature, 
whereas the second is the more important for 
the majority of frequency planners, who have 
to operate within some given frequency allocation. 

Frequency assignment problems can be rep- 
resented as generalised graph colouring problems. 
The use of this representation goes back at least 
to 1970. Zoellner and Beall [1] and Lanfear [2] 
both cite Metzger [3] as the earliest author to use 
this approach. Zoellner and Beall regarded the 
approach as a breakthrough in frequency assign- 
ment technology. More recently this approach has 
been questioned. The evidence for and against 
the generalised graph colouring formulation will 
be discussed later in this paper. 

In the generalised graph colouring formula- 
tion a constraint matrix [0y] is defined such 
that if fi denotes the frequency assigned to 
transmitter i, then in order to avoid interference 
it is required that \fi - fj\ > <j>ij. As these 
constraints each involve exactly two transmitters 
they will be referred to here as binary constraints. 
Sometimes there are constraints concerned with 
intermodulation products. These are not binary, 
as they involve more than two transmitters. For 
example, they might have the form: 

2/< - fi * fk 
or Zfi - 2ft ± fh 

Consideration of non-binary constraints will be 
deferred until section 5. There can also be con- 
straints which imply that the frequencies assigned 
to two specified transmitters differ by exactly 
some fixed number of channels. When these 
occur they usually represent the two directions 
of a fixed link. The existence of such constraints 
can be used to reduce the size of the problem 
under consideration. They have been considered 
particularly with respect to problems related to 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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the CELAR dataset used in the CALM A project3. 
Such constraints will not be considered further 
here. 

The frequency assignment problem can be 
represented in a graph theoretic formulation. The 
transmitters are represented by the vertices V(G) 
of a constraint graph G [4]. Vertices are joined by 
an edge if and only if there is a constraint between 
the frequencies assigned to the two transmitters 
they represent: 

Definition 1 A constraint graph G is a finite, 
simple, undirected graph in which each edge ViVj 
(vi,Vj € V(G)) has a non-negative integer label 
<f>ij. 

A constraint graph can be seen in Fig. 1 and the 
associated constraint matrix is shown in Fig. 2. As 
the constraints are symmetric, the matrix is shown 
in upper triangular form to avoid repetition, and 
'n' denotes 'no constraint'. 

Figure 1: An Example Constraint Graph 
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Figure 2: The Constraint Matrix of the Graph in 
Figure 1 

The vertex colouring problem for graphs is the 
problem of finding the minimum number of col- 
ours necessary for colouring the vertices of a graph 
in such a way that adjacent vertices are assigned 
different colours. This corresponds to minimising 
the number of frequencies necessary when the only 
constraints are cochannel constraints, which are 
binary constraints of the form 

\fi~fj\>0. 

An account of many colouring problems in graphs 
can be found in [5]. As the frequency assign- 
ment problem involves binary constraints other 

information on the CALMA project can be found on 
the World Wide Web at http://www.win.tue.nl/ 
math/bs/comb-opt/hurkens/calma.html 

than cochannel constraints, it has to be regarded 
as a generalised form of the graph colouring prob- 
lem. 

Definition 2 A frequency assignment (or chan- 
nel assignment) in a constraint graph G is a map- 
ping f : V(G) -► F (where F is a set of consec- 
utive integers 0,...,K representing frequencies) 
such that the constraints 

\f(vi)-f(vj)\>4>ij 

are satisfied for all V{Vj e E{G). Sometimes this 
is referred to as a zero-violation assignment. If 
one or more of the inequalities are violated then f 
is an assignment with constraint violations. The 
elements of the set F can be referred to as frequen- 
cies (or as channels/ 

A zero violation assignment for the constraint 
graph in Fig. 1 is shown in Fig. 3.   It is impli- 

6     5 
_i i 

fa   /i   fa   fa   fa   fa   fa   fa   fa   fa ho /n 

Figure 3: An Assignment for the Constraint Graph 
in Figure 1 

cit in the above definition that the frequencies are 
equally spaced, although not all of the frequen- 
cies need be available. Indeed, the set of available 
frequencies may vary from transmitter to trans- 
mitter. 

Definition 3 // all frequencies in F are available 
to all transmitters, and K is a minimum over all 
zero-violation assignments then the assignment is 
a minimal assignment. This minimal value of K 
is the minimum span of G, denoted spn(G). 

Thus the span of an assignment is the difference 
between the largest channel used and the smal- 
lest channel used and spn(G) is the minimum 
span over all possible assignments. Although 
the problem of minimising the span may not 
always be the problem that has to be solved in 
a particular application, it does give an idea of 
the spectral requirement for a network. It is also 
often possible to make accurate or fairly accurate 
assessments of the span. 

The fixed spectrum problem starts with a set 
of (not necessarily consecutive) frequencies, or a 
number of sets of frequencies with a set defined for 
each transmitter. There may also be additional 
constraints such as fixed frequencies for certain 
transmitters. It is necessary to find an assignment 
(possibly with constraint violations) in such a way 
that some cost function C measuring interference 
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is minimised. This cost function C can take many 
forms: 

1. The number of constraint violations must be 
minimised. This cost function is often used, 
but has the disadvantage that there is no con- 
trol over which constraints are violated if a 
zero cost solution is not possible, or how much 
they are violated by. 

2. The sum of the amounts by which the con- 
straints are violated must be minimised. This 
may somewhat mitigate the problem with the 
previous cost function, but does not remove 
it altogether. 

3. Some overall measure of the amount by which 
signal-to-interference ratios at receivers are 
inadequate, taken over the network as a 
whole, must be minimised. This type of meas- 
ure does appear to have some attractions, as 
it is closer to the real problem. The real dif- 
ficulty is that it is relatively time consuming 
to compute. The algorithms need to explore 
enormous search spaces, and easily computed 
cost functions are necessary. 

4. Some weighted function on the constraint vi- 
olations must be minimised. For example, 
a weight Wiß can be associated with the 
situation where transmitter i is assigned fre- 
quency /, transmitter j is assigned frequency 
g and \f — g\ = I. Then iuyj is zero if I is 
large enough to satisfy the appropriate con- 
straint, and otherwise represents a penalty for 
this situation occurring. The cost function is 
then the sum of all the tüyj over the assign- 
ment. This form of weighted cost function has 
been used by mobile telephone companies for 
some years, and has significantly increased in 
popularity during the past year [6]. Perhaps 
the main disadvantage, apart from the extra 
storage required for the weights in large prob- 
lems, is the need to find a rational method by 
which the weights can be set appropriately. 

Sometimes there is a mixture of hard constraints 
(which must be satisfied) and weighted (or soft) 
constraints involved in the cost function. This 
may, in fact, be little different from the case 
where all constraints are soft but some have very 
high weights and are effectively hard. 

The weights associated with soft constraints 
can be determined by reasons other than those 
purely concerned with the incidence of interfer- 
ence. They may be set higher if, for example, 
one of the transmitters involved in the constraint 
handles a particularly large volume of traffic, 
or if some of the communication handled is 
particularly critical. 

3 Algorithms for solving the 
frequency assignment prob- 
lem 

Since the paper of Zoellner and Beall [1] many 
authors have proposed algorithms for solving the 
generalised graph colouring formulation. It is 
useful to classify these into a number of different 
classes. Some algorithms can only be used for 
minimum span problems. Others can be used for 
both minimum span and fixed spectrum prob- 
lems. Note that an algorithm for fixed spectrum 
problems can always be used for minimum span 
problems by repeatedly reducing the cost function 
to zero and removing the highest frequency. 

In the classification which follows the algorithms 
will be introduced for whichever of the two 
problems they most directly address. In most 
cases, they can be modified to deal with the other 
problem. 

3.1 Exact algorithms 

Exact algorithms can be used for the minimum 
span problem. A number of techniques such as 
backtracking and forward checking [4, 7] can be 
used. If exact algorithms terminate, then the best 
possible solution is obtained. However, the fre- 
quency assignment problem is NP hard and so it 
can be assumed that exact algorithms will only 
terminate for the very smallest problems. This 
might typically be taken as problems with less 
than thirty transmitters, but it does depend on the 
number of frequencies available. Consequently, ex- 
act algorithms are not used in practice. 

3.2 Partial backtracking 

If a backtracking algorithm for a minimum span 
problem is to be made to work in a realistic time, 
the amount of backtracking must be limited. This 
can be done successfully, see for example [8]. How- 
ever, it is unlikely that such an algorithm will have 
as much flexibility in exploring the search space as 
the best heuristic algorithms. Partial backtrack- 
ing algorithms will not be considered further here. 

3.3 Sequential algorithms 

Sequential (or greedy) algorithms simply assign 
frequencies to transmitters with no reassignment 
possible. They are generally described in terms 
of minimum span problems. Sometimes they give 
reasonably good assignments. On some problems 
however, they are capable of very significant 
improvement. They are best used to give a 
starting assignment that can then be improved 
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using a heuristic algorithm (see 3.9). 

Sequential algorithms can make use of a number 
of different orderings of transmitters and of 
frequencies introduced by Hale [9]. Firstly the 
transmitters are listed in some order. Initially the 
first transmitter in this ordering is assigned the 
first frequency. Several different orderings for the 
transmitters were given by Hale, together with 
several different methods of selecting the next 
frequency. 

3.3.1 Initial ordering of transmitters. 

The initial ordering of the transmitters is an or- 
dering of the vertices of the constraint graph cor- 
responding to the transmitters. There are several 
possibilities: 
Largest degree first. The transmitter are listed 
in decreasing order of their degree (number of in- 
cident edges) in the constraint graph. 
Largest degree first (excl.). This is the same 
as the previous ordering except that the calcula- 
tion of the degree excludes transmitters that have 
already been ordered, and therefore have been 
removed from the graph (with all their incident 
edges). 
Smallest degree last. The transmitters of 
smallest degree are removed (with their incident 
edges). When all transmitters have been removed 
the list is reversed to give the final ordering. 
Additional orderings. Additional orderings of 
the above types can be based on the generalised 
degree of the vertex instead of the degree. Here the 
number of incident edges of the vertex is replaced 
by the sum of the numbers 0y on the edges incid- 
ent with the vertex. If the number of frequencies 
available at each vertex is not constant, there are 
also orderings based on the number of available 
frequencies. 

3.3.2 Selecting the next transmitter. 

The next transmitter to be assigned need not be 
the next unassigned transmitter in the initial or- 
dering. 
Sequential. Select the next unassigned transmit- 
ter in the initial ordering. 
Generalised saturation degree. Let V be a 
set of transmitters and Vc be the transmitters of 
V already assigned frequencies. Frequency n is 
said to be denied to the unassigned transmitter v 
if there is a transmitter u in Vc assigned to fre- 
quency n such that transmitter v and u would 
interfere (the constraint between the frequencies 
given by the constraint graph is not satisfied). If 
frequency n is denied to transmitter v, the influ- 
ence of frequency n, denoted by /„„, is the largest 

constraint on any edge connecting v to a transmit- 
ter assigned to frequency n. The number 

(where the sum is taken over all frequencies n 
denied to v) is called the generalised saturation 
degree of v. The technique for selecting the next 
transmitter is as follows: Select a transmitter with 
maximal generalised saturation degree (break ties 
by selecting the transmitter occurring first in the 
initial ordering). 

3.3.3    Selecting a frequency. 

There are four possible ways of selecting the next 
frequency: 
Smallest acceptable frequency. Assign to the 
selected transmitter v the smallest acceptable fre- 
quency i.e. the lowest numbered frequency to 
which v can be assigned without violating any con- 
straints. 
Acceptable occupied frequency. The selected 
transmitter is assigned any acceptable occupied 
frequency (no ordering of the occupied frequen- 
cies occurs). If there is no acceptable occupied 
frequency, assign the transmitter to the smallest 
acceptable frequency. 
Smallest acceptable occupied frequency. 
This technique attempts to minimise the number 
of frequencies used in the assignment. The selec- 
ted transmitter is assigned to the smallest accept- 
able occupied frequency, if there is no acceptable 
occupied frequency, assign the transmitter to the 
smallest acceptable frequency. 
Smallest acceptable most heavily occupied. 
The selected transmitter is assigned to the smal- 
lest acceptable most heavily occupied frequency. 
If there is no acceptable occupied frequency as- 
sign the transmitter to the smallest acceptable fre- 
quency. 

3.3.4    Combinations of orderings 

With all combinations of orderings there are 48 
different sequential algorithms (or 64 orderings us- 
ing the additional orderings, if not all frequencies 
are available at all transmitters). The best method 
to use is not easily predictable in advance. As the 
methods are all fast (except possibly for the meth- 
ods involving the generalised saturation degree or- 
dering), it seems sensible to apply several or all of 
these different algorithms and take the best res- 
ult. Further details on sequential algorithms can 
be found in [9, 4]. The use of sequential algorithms 
in hybrids with meta-heuristics will be discussed 
in 3.9. 
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3.4    Neural networks 

Several authors have demonstrated the feasibility 
of using neural networks to find good frequency 
assignments, see for example [10, 11, 12]. How- 
ever, the results do not appear to be competitive 
with those obtained using the best meta-heuristic 
algorithms, so they will not be considered further 
here. 

3.5 Genetic algorithms 

Genetic algorithms have been used by several 
authors to find good frequency assignments. 
These algorithms mimic some of the processes of 
evolution and natural selection. More information 
on using them for frequency assignment can be 
found in [4]. Until recently the results were not 
competitive with the best current meta-heuristic 
algorithms. This was possibly due to the difficulty 
in defining the crossover operation in a meaningful 
way for frequency assignment problems. Indeed, 
the best approaches made use of a heuristic 
crossover operation based on simulated annealing 
or tabu search. 

Very recently a new approach to the use of 
genetic algorithms in solving minimum span 
frequency assignment problems has been pro- 
posed [13]. The genetic algorithm is used to 
determine the best initial ordering of transmitters 
for use in a sequential algorithm. The results are 
very competitive with the current best algorithms 
for minimum span problems. 

3.6 Hill climbing algorithms 

Simple hill climbing algorithms can be used to find 
moderately good solutions to fixed spectrum fre- 
quency assignment problems. Essentially, assign- 
ments are replaced by neighbouring assignments if 
the cost function is reduced. As there is no mech- 
anism for escaping from local minima, they should 
be applied many times with different starting solu- 
tions. More information on these algorithms can 
be found in [4]. 

3.7 Simulated annealing 

Simulated annealing (SA) is a meta-heuristic 
algorithm derived from statistical mechanics. It 
can be used to find near minimum cost solutions 
in a search space with many degrees of freedom 
and subject to a large number of constraints. The 
method allows the search to proceed with the 
cost function reducing most of the time, but it is 
allowed to increase sometimes to permit escape 
from local minima which are not global minima. 

The method itself has a direct analogy with 
thermodynamics, specifically with the way that 
liquids freeze and crystallise, or metals cool and 
anneal. At high temperatures, the molecules 
of a liquid move freely with respect to one 
another. If the liquid is cooled slowly, thermal 
mobility is restricted. The atoms are often able 
to line themselves up and form a pure crystal 
that is completely regular. This crystal is the 
state of minimum energy for the system, which 
would correspond to the optimal solution in a 
mathematical optimisation problem. However, 
if a liquid metal is cooled quickly i.e. quenched, 
it does not reach a minimum energy state but a 
somewhat higher energy state corresponding, in 
the mathematical sense, to a suboptimal solution 
found by iterative improvement or hill-climbing. 

In order to make use of this analogy, the 
following elements must be present: 

1. A description of the configuration X = 
(XI,X2,-;XN) that represents a solution; for 
the frequency assignment problem this is an 
assignment of frequencies to each of N trans- 
mitters. 

2. A generator of random changes to the config- 
uration. These changes are typically solutions 
in the neighbourhood of the current configura- 
tion, for example, a change in one of the para- 
meters, Xi. Thus in this case the frequency 
assigned to one transmitter might change. 

3. A cost function C(X) whose minimisation is 
the goal of the simulated annealing proced- 
ure. This is the analogue of the energy in the 
thermodynamic analogy. 

4. A control parameter t and an annealing sched- 
ule which indicates how t is lowered from high 
values to low values. This is the analogue of 
temperature in the thermodynamic analogy. 

Suppose that as a result of a random change to 
the configuration, the cost function changes from 
C0id to Cnew. If Cnew < C0id the new configur- 
ation is always accepted. If Cnew > C0id, then 
the new configuration may still be accepted, with 
probability e(~(Cr,°w~c°ld)/Bt)} where B is a fixed 
constant known as the Boltzmann constant. This 
general scheme, of always taking a downhill step 
while sometimes taking a uphill step is known as 
the Metropolis Algorithm. The simulated anneal- 
ing procedure of Kirkpatrick et al. [14] uses the 
Metropolis Algorithm but varies the temperature 
parameter t from a high value at which most new 
configurations are accepted to a low value imjn 

at which no new configurations are accepted. Let 
"random" denote a random number in the range 
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[0,1] and let NUMioop be the number of random 
changes in configuration at each temperature t. 
Also, let C denote one of the cost functions C for 
fixed spectrum problems described in section 2. 
Then the full simulated annealing procedure for 
minimisation can be written as follows: 

Initialise t 

Generate random configuration X0id 

WHILE t > tmin DO 

FOR t = 1 to NUMloop DO 

generate   new   configuration,   Xnew, 
from Xoid 

calculate new energy, Cnew 

calculate AC = Cnew - C0id 
IF AC  <  0 or random  < prob = 

e-*c/t THEN 

X0ld ^= "new 

Cold ^= Cnetu 

END IF 

END FOR 

reduce t (e.g.   t = 0.9£) 

END WHILE 

It will now be described in more detail how an 
assignment is represented, how new configurations 
are generated and how the temperature reduces, 
the so called cooling schedule 

3.7.1 Representation of an Assignment 

Suppose that the available frequencies are denoted 
(di,d2,ds, ■ ■ .)• Let /,- = dx.. Then the frequency 
assignment (/i,..., /jv) can be represented by an 
array of indices [xi,..., x^]. 

3.7.2 Generation of New Configurations 

Three different generators can be used to produce 
a new assignment from the current assignment. 
Single Move. Here the neighbours of an assign- 
ment are those assignments where the array of in- 
dices differs in precisely one component. Thus if 
the new assignment is represented by [x[,..., x'N] 
then {f[,..., f'N) is a neighbour of (/i,..., fN) if 
there exists j, 1 < j < N, such that x'j ^ Xj, and 
x't = Xi for all i = 1,..., N with i ^ j. If there 
are F frequencies available, then any assignment 
has N(F - 1) neighbours. 
Double Move. Here the neighbours of an as- 
signment are those assignments where the array 
of indices differs in precisely two components. 
Restricted Single Move. For a given assign- 
ment, transmitters which are assigned frequencies 
which violate one or more of the constraints are re- 
ferred to as violating transmitters. The restricted 

single move generator involves randomly selecting 
a violating transmitter i and setting Xi = x[ where 
1 <x'i < F. This move generator has been found 
to be particularly effective when the number of vi- 
olations is small. Thus it should always be used 
when the hybrid of sequential algorithms and sim- 
ulated annealing (to be described in 3.9) is used. 
It may well be a good choice for all applications. 

3.7.3    Starting and finishing temperatures 

The starting temperature can be determined by 
first setting to — 1 and performing 100 iterations 
of the FOR loop from the main loop of the 
algorithm in 3.7. If the acceptance ratio, x> 
defined as the number of accepted trial assign- 
ments divided by 100 (NUMioop), is less than 
0.9, double the current value of to- Continue this 
procedure until the observed acceptance ratio 
exceeds 0.9 (with x reinitialised to zero prior to 
starting the FOR loop). 

The   algorithm  terminates   when  the   temper- 
ature, tk, falls below a user specified value imj„, 
or the number of frozen temperatures exceeds a 
chosen value, usually 10.   A frozen temperature 
occurs when no new assignments are accepted 
for a given temperature tk (i.e.   after NUMioop 

iterations of the FOR loop). 
Annealing Schedule (reduction of tk) 
Three different annealing schedules will be de- 
scribed. In all three cases the parameter NUMioop 

is set to N, the number of transmitters. 
Cooling 1 (geometric): 
With a simple cooling scheme tk is reduced 
according to the formula: 

tk+i = atk,      with a € [0,1] 

Cooling 2 (Costa [15]) 
The geometric scheme (cooling 1) decreases the 
temperature by the specification of the parameter 
a; the number of iterations at each temperature is 
fixed at N. In the cooling 2 scheme, the temperat- 
ure reduction is again specified by the parameter 
a, however the number of iterations at each tem- 
perature is specified by 

Ni fc+i \Nk/a] 

(up to a maximum of 2000iV), where N0 — N, 
the number of transmitters. 

As the temperature decreases the number of 
trial assignments tested at each temperature in- 
creases. This scheme was found to be particularly 
effective in [15]. 
Cooling 3 (Hurley and Smith [16]): 
A more complex scheme which is slower, but 
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gives better results, is when the parameter tk is 
calculated using: 

where ö is set to 0.1 and 

a(tk) = .„,„, \/¥ 
NUMioop 

where 

NUMloop 

*     =     NUMloop-    J2     {C*k)   ~ 
i=l 

(NUMla 

£    C,*     +0.5 
i=l 

and where Cj* is the cost function value for the 
assignment obtained at iteration i, at temperature 

3.8    Tabu search 

The basic idea of the tabu search meta-heuristic 
(TS) [17, 18] is to explore the search space of all 
feasible solutions by a sequence of moves. A move 
from one solution to another is generally the best 
available. However, in order to prevent cycling 
and to provide a mechanism for escaping from 
locally optimal but not globally optimal solutions, 
some moves, at one particular iteration, are 
classified as forbidden or tabu (or taboo). Moves 
are regarded as tabu by consideration of the 
short-term and long-term history of the sequence 
of moves. A very simple use of this idea might be 
to classify a move as tabu if the reverse move has 
been made recently or frequently. There are also 
aspiration criteria which override the tabu moves 
in particular circumstances. These circumstances 
might include the case when, by forgetting that a 
move is tabu, a solution which is the best so far 
is obtained. 

Suppose that it is required to minimise some cost 
function C on a search space S. For combin- 
atorially hard problems, such as fixed spectrum 
frequency assignment problems, it may only 
be possible to obtain sub-optimal solutions, in 
which C is close to its minimum value. Sub- 
optimal problems may be obtained when a certain 
threshold for an acceptable solution has been 
achieved or when a certain number of iterations 
have been completed. 

A characterisation of the search space S for 
which tabu search can be applied is that there 
is a set of k moves M   =   {mi,....,rrik} and 

the application of the moves to a feasible 
solution s € S leads to k, usually distinct, 
solutions M(s) = {mi(s),....,mfc(s)}. The subset 
Nset(s) C M(s) of feasible solutions is known as 
the neighbourhood of s. 

The method starts with a (possibly random) 
solution so G S and determines a sequence of 
solutions so,Si,....,sn 6 S. At each iteration, 
Sj+i(0 < j < n) is selected from the neighbour- 
hood Nset(sj). The selection process is first 
to determine the tabu set Tset(sj) C Nset(sj) 
and the aspirant set A8et(sj) C Tset(sj) . Then 
Sj+i is the neighbour of Sj which is either an 
aspirant or not tabu and for which C(SJ+I) 

is minimal; that is, C(SJ+I) < C(s') for all 
s' G (Nset(sj) - T„t(8j)) U A8et{Sj). 

To apply tabu search to fixed spectrum fre- 
quency assignment problems with a cost function 
C as described earlier, it is necessary to decide 
how a solution is represented, how the neighbour- 
hood of a solution is determined, how moves are 
classified as tabu and the aspiration criteria. 
Representation of an Assignment. This 
is the same as already described for simulated 
annealing. 
Neighbourhood Structure: Full Neigh- 
bourhood. The full neighbourhood includes all 
the neighbours of an assignment / produced by 
using the single move generator described for the 
simulated annealing algorithm. 
Neighbourhood     Structure: Restricted 
Neighbourhood. The reduced neighbourhood 
consists of all neighbours of an assignment / 
produced by using the restricted single move 
generator described for the simulated annealing 
algorithm. This increases the efficiency of the 
algorithm since this restricted neighbourhood 
will tend to be much smaller than the full 
neighbourhood and the algorithm concentrates 
on changes which affect constraint violations. 
However, if the restricted neighbourhood consists 
of moves which are tabu and do not satisfy the 
aspiration criteria, the full neighbourhood will be 
selected for this iteration. Use of the restricted 
neighbourhood has been found to be effective 
for frequency assignment, particularly when C is 
small. Thus it should always be used when the 
hybrid of sequential algorithms and tabu search 
for minimum span problems (to be described in 
3.9) is used. It may well be a good choice for all 
applications. 
Restricted Random Neighbourhood. Here 
the neighbourhood of an assignment / is gener- 
ated by randomly selecting a violating transmitter 
and randomly assigning a different frequency. 
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Definition of a Tabu Move: Short and 
Long Term Memory. A move to a neighbour 
(i, x'i) corresponding to changing the assignment 
of transmitter i to x'i is said to be tabu if it does 
not satisfy short term or long term memory con- 
ditions. These conditions are determined by two 
numbers: a positive integer r and a real number 
ß, with 0 < ß < 1. The short term memory 
condition specifies that any transmitter, i, cannot 
be assigned the same frequency over any of the 
previous r moves. The long term memory condi- 
tion specifies that the proportion of the number 
of times transmitter i had been changed over all 
iterations does not exceed ß. Thus, if at iteration 
j, the frequency dXii assigned to transmitter i has 
changed, then a move at iteration k + 1 is tabu if 
either (short term memory) 

dii'+i = dx where k-r <t < k 

or (long term memory) 

1 * 
> 

j=l>»j=»Ji+l 

At each iteration, the method selects from the 
non-tabu neighbours that neighbour /(*+1) of 
/O) for which C(f(-k+1^>) is minimal. Note that it 
is possible that C(/(*+1)) > C(/W); this allows 
escape from local minima. 

Tabu search allows a tabu move to be selec- 
ted when certain aspiration criteria are satisfied. 
A tabu move can be selected if the neighbour 
yr(fc+i) satisfies 

C(/(*+i)) < C(f') 

for all neighbours /' of fW and 

<?(/(*+!)) < C(/W)      Vj,    l<j<*. 

In summary, if ftabu denotes the best tabu 
neighbour of /(*) and fnon the best non-tabu 
neighbour, then the rule for determining /(fe+1) 
is: 

if C(ftabu) < C{fn0„) and 
C(ftabu) < C(fW)     for     l<j<fc 

then /(*+!) = ftabu 

else /(*+*> = fnon 

Notice that there are some implicit relations 
between the parameters r and ß which have to 
be satisfied. If r > N or ß < 1/N, then, after N 
non-tabu moves, every move is tabu. Also, after 
k iterations of non-tabu moves, it follows from 
the recency condition that a transmitter can have 
changed at most \k/r] times. Hence, the long 
term memory value, to have any effect, should 
satisfy 

kß < \k/r\ 

Therefore a relation between r and ß is obtained, 
which is 

1/W < ß < 1/r 

In practice, a good choice is 

ß = X/r + (1 - X)/N 

for some value of A with 0 < A < 1. 

Suitable values for the short term memory 
and long term memory conditions are r = ^*w 
and A = 0.5 respectively. 

The algorithm is terminated if the cost function 
C becomes zero or if a pre-determined maximum 
number of iterations is reached. 

3.9 The use of SA and TS in Min- 
imum Span Frequency Assign- 
ment 

It is possible to use either the SA or TS algorithm 
for minimum span frequency assignment. A 
random starting assignment can be used with a 
set of consecutive frequencies for which the span 
is larger than some estimate of the minimum 
span. The appropriate meta-heuristic algorithm 
is then used to reduce the cost function to zero. 
The largest frequency is removed and transmitters 
assigned this frequency are reassigned randomly 
(or in some optimum way as in [19]). The cost 
function is then reduced to zero again and the 
process repeated. When it is no longer possible to 
reduce the cost function to zero, the previous zero 
cost assignment gives the best span obtained. 

It turns out that it is much better to use an 
initial assignment obtained from a sequential 
algorithm (or preferably the best of many sequen- 
tial algorithms) instead of a random assignment. 
The idea was first suggested by Costa [15]. Fuller 
details can be found in [4]. 

3.10 Using subgraphs in frequency 
assignment 

It has been demonstrated in [20] (see also [21]) 
that lower span assignments can sometimes be 
obtained by identifying some subgraph of the 
constraint graph. The subgraph is often a clique 
(a maximal complete subgraph) of the constraint 
graph, or a clique with some additional vertices. 
The subgraph is assigned first, using one of the 
meta-heuristic algorithms described previously. 
The assignment is fixed and then extended to 
an assignment of the full constraint graph, using 
one of the meta-heuristic algorithms. Sometimes 
it is then beneficial to unfix the subgraph and 
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continue to try to improve it using one of the 
meta-heuristic algorithms. The appropriate 
subgraph is often a subgraph that is used to 
obtain the best lower bound for the span, and 
will be dealt with in more detail in section 4. The 
method does not always prove effective, but when 
it is effective significantly better assignments are 
obtained. 

If a fixed spectrum problem has to be solved 
where the available spectrum only lacks a few 
frequencies from those used in a minimum span 
assignment, it may be helpful to work from the 
minimum span assignment, rather than apply the 
fixed spectrum method directly. Transmitters 
assigned unavailable frequencies are reassigned 
randomly (or in some optimum way as in [19]). 
The meta-heuristic is then applied to this as- 
signment to reduce the cost further. Sometimes 
better assignments are obtained this way than 
can be obtained directly, particularly if the initial 
minimum span assignment was a particularly 
good assignment obtained using subgraphs. 
However, the approach seems hardly likely to be 
effective if the number of available frequencies 
is significantly less than the number used in a 
minimum span assignment. 

4    Evaluation   of   algorithms 
and assignments 

Definition 4 An assignment which is a solution 
of a minimum span problem will be called an op- 
timal assignment if its span is equal to one of the 
lower bounds which will be described in 4-1, 4-2 
and 4-4- An assignment which is a solution of a 
fixed spectrum problem will be called optimal if its 
cost function C is equal to some lower bound. 

Questions about the effectiveness of frequency 
assignment methods and algorithms fall logically 
into two classes. The first type of question 
assumes a given problem is defined using binary 
constraints, by giving a constraint graph as in 
section 2, for example. It is then asked how close 
to optimal a particular assignment is with respect 
to this problem definition. More generally, it 
can be asked how good a particular algorithm is 
at generating optimal or near optimal solutions 
given such problem definitions. The second type 
of question asks whether a definition in terms 
of binary constraints is really the best way to 
represent the problems presented by the real 
world. Although representations involving only 
binary constraints (or possibly binary constraints 
and intermodulation products) are universally 
popular, they may not be the best way of 
achieving the aim of minimising interference while 

conserving spectrum. The second type of question 
will be addressed in section 5. 

Many papers have presented an algorithm 
for the frequency assignment problem and tested 
the algorithm on datasets which are not available 
to others. This can make the effectiveness of 
the algorithm very difficult to judge. There 
are two principal datasets available which can 
be used to test the relative merits of different 
algorithms. The first is the CELAR dataset 
already mentioned in section 2 in connection with 
the CALMA project. Unfortunately some of the 
constraints are not addressed by the majority 
of published algorithms. The second dataset is 
made up of the "Philadelphia" problems. In 
[4, 20] it was shown that the simulated annealing 
and tabu search meta-heuristics in the package 
FASOFT, when using the techniques of 3.9 and 
3.10 and the second form of the cost function C 
defined in section 2, are capable of solving the 
main variations of the Philadelphia problems to 
optimality. The Philadelphia problems are cellu- 
lar problems. They may not be altogether typical 
of the problems that arise in reality in modern 
systems. Additionally, some researchers have 
inadvertently tested their algorithms on rather 
easy variations of the Philadelphia problems. For 
example, if the cosite value is increased from 5 to 
7 the problems become easy for any reasonable 
algorithm. 

Thus there is a need for further standard 
datasets of a demanding nature to be made 
available to researchers via the world wide web. 
The same algorithms in FASOFT have been 
shown to be effective on datasets supplied by 
several civil and military network operators. 
Generally, for problems derived from cellular tele- 
phone networks, the algorithms give solutions for 
minimum span problems ranging from optimality 
to within 5% of optimality. Optimal solutions 
have been found for problems with up to 10,000 
transmitters using FASOFT [4]. For military radio 
link problems solutions range from optimality to 
within 10% of optimality. Of course, it is not 
always easy to obtain example datasets from 
operators in order to generate such estimates. 
Here the civil estimates are based on data from 
three operators. These results can be considered 
very satisfactory given the known difficulty of the 
frequency assignment problem. 

The classification of solutions as optimal or 
near optimal can only be done if good lower 
bounds are available. The generation of good 
lower bounds for minimum span problems 
[22, 23, 24, 25] will be considered first.    Then 
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the possibility of generating such bounds for the 
cost function in fixed spectrum problems will be 
mentioned. 

4.1    Clique bounds 

The most common lower bound for the span in fre- 
quency assignment problems is based on cliques. 
The idea is borrowed from the theory of colourings 
of graphs. A clique of a graph G is a maximal com- 
plete subgraph of G. Thus every pair of vertices of 
the subgraph are adjacent, and the subgraph is not 
contained in any larger such subgraph (some au- 
thors omit this maximality requirement). A clique 
can be regarded as a set of transmitters for which 
there is a constraint between the frequencies as- 
signed to any pair. In many applications cliques 
tend to correspond to clusters of geographically 
close transmitters. It is possible to define several 
different levels of clique, corresponding to different 
minimum edge labels: 

Definition 5 A level-p clique of G is a complete 
subgraph in which every edge has label at least p, 
and which is not contained in any larger such com- 
plete subgraph. 

Thus a level-1 clique, for example, corresponds to 
a set of transmitters for which every pair of trans- 
mitters cannot be assigned the same channel, or a 
first adjacent channel. 

Theorem 1 // Cp is a level-p clique of a con- 
straint graph G then 

spn(G)  >  (p + l)(\V(Cp)\-l). 

where V(CP) denotes the vertex set of the clique 
Cp. 

Proof The minimum span of G cannot be less 
than the minimum span of the subgraph Cp 

of G. For any chosen minimal span assign- 
ment / of Cp renumber the vertices of Cp as 
VQ,VI,. ..,v\v(cP)\-i 

m ascending order of the 
channel assigned to them. The span of the as- 
signment is the difference between the largest and 
the smallest channel used, i.e. 

spn(Cp)    =    /(v|v(c,)|-i)-/(«o) 
|V(C„)|-2 

(as all but two of the terms 

cancel in pairs) 
|V(C„)|-2 

>        E    *> + 1 

=    (p + l)(\V(Cp)\-l). 

Example 1 The constraint graph shown in Fig. 1 
has minimum span 11. A minimum span assign- 
ment is shown in Fig. 3. Theorem 1 applied to the 
level-3 clique {2 3 5} gives spn(G) > 8. Simil- 
arly, applying the theorem to the level-2 clique {2 
34 5} gives spn(G) > 9. It will be seen later that 
the clique bound is capable of improvement for this 
example. 

4.2    Travelling Salesman Bounds 

The clique bound can sometimes be improved by 
making use of Hamiltonian paths [23, 24]. A 
Hamiltonian path in a graph G is a path through 
all of the vertices of the graph which visits each 
vertex once and once only. The description of 
the bound is more convenient if a new graph is 
constructed from G. G' is a weighted complete 
graph which has the same vertices as G and has 
the weight Cy of each edge ViVj of G' given by: 

Cij = 0 if v^j is not an edge of G, 
<j>ij +1 if edge VjVj has label fcj 

in G-foy = 0,1,...). 

H(G') denotes the total weight of a minimum 
weight Hamiltonian path in G'. 

Theorem 2 For a given constraint graph G: 

spn{G)  > H{ß') 

Proof For any chosen minimal span assign- 
ment / of G number the vertices of G as 
vo,V\,...,v\v(G)\-i m ascending order of the 
channel assigned to them (and arbitrary order 
for vertices assigned the same channel). Then 
fOiVi,...,W|v(G)|-i is a Hamiltonian path Hf in 
G'. The span of the assignment is the difference 
between the largest and the smallest channel used, 
i.e. 

spniG)    =   /(w|v(G)|-i) - fM 
|V(G)|-2 

=     E  M+i)-M) 
(as all but two of the terms 
cancel in pairs) 
|V(G)|-2 

J"=0 

=   the total weight of Hf 

>   H(G'). 

The problem of determining the minimum weight 
of a Hamiltonian path in a graph is usually 
known as the open, symmetric travelling salesman 
problem [26]. Thus the bound of Theorem 2 can 
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be referred to as the travelling salesman bound. 

The bound of Theorem 2 should be applied 
to a subgraph of the constraint graph and not to 
the constraint graph itself. In most problems the 
application of the theorem to the full constraint 
graph gives a lower bound which is too small to 
be useful. In order to obtain a strong bound, 
a suitable choice of subgraph is a clique or a 
clique with some vertices added. The question 
of how this subgraph should be obtained will be 
considered in 4.3. 

A method due to Volgenant and Jonker [26] 
and software described by Volgenant [27] 1 can 
be used to calculate the travelling salesman 
bound. The software generally gives satisfactory 
results when the subgraph has up to 250 vertices. 
Even when the algorithm does not converge in 
reasonable time, the difference between the lower 
and upper bound is small, so a good lower bound 
for H{G') is usually obtained. 

Another bound, which is easier to calculate, 
is the spanning tree bound. A spanning tree in a 
graph is a connected subgraph of the graph which 
contains every vertex and no cycles. Let S(G') 
denote the total weight of a minimum weight 
spanning tree in G'. As a Hamiltonian path is a 
spanning tree, it follows that H(G') > 5(C) and 
so the following result is immediate: 

Theorem 3 If G is a constraint graph then 

spn(G)  > S(G') 

As with the travelling salesman bound, theorem 3 
should normally be applied to a suitable sub- 
graph and not to the full constraint graph. The 
spanning tree bound may not be as strong as the 
travelling salesman bound, but is much easier to 
calculate. When applied to a clique it can be 
stronger than the clique bound. A simple greedy 
algorithm, known as Prim's Algorithm [28], can 
be used to find S(G') with no restriction on the 
size of subgraph. 

Returning to Example 1 it can be seen that 
applying both the spanning tree bound and the 
travelling salesman bound to the clique {2 3 4 5} 
give lower bounds of 11, which equals spn(G). 

4.3    Finding cliques 

It has already been pointed out that the use of 
the travelling salesman and spanning tree bounds 

'The software is available on the World Wide Web. 
See:    http://www.mathematik.uni-kl.de/" wwwwi/ 
WWWWI/ORSEP/contents.html 
ftp://www.mathematik.uni-kl.de/pub/Math/ 
ORSEP/VOLGENAN.ZIP 

only gives good results it they are applied to a 
suitably chosen subgraph, and not to the full 
constraint graph. The simplest way to do this is 
to apply one of the bounds to the largest level-p 
clique for all appropriate values of p, and then 
choose the value of p that gives the best bound. 

An algorithm is necessary to find maximal 
cliques. The exact algorithm of Carraghan and 
Pardalos [29] gives good results for frequency as- 
signment problems up to 700-800 transmitters. It 
can, however, be important that a good ordering 
of the transmitters is used for larger problems. 
The orderings discussed in 3.3 are suitable. For 
problems with more than about 800 transmitters 
a heuristic maximal clique algorithm can be used. 

Sometimes it is possible to add a small number 
of vertices to a clique and the travelling salesman 
bound increases initially. One way to do this is 
to assign the clique and determine the number 
of available frequencies for each transmitter not 
in the clique. The transmitter with the smallest 
number of available frequencies is added to the 
clique and then the process is repeated with the 
subgraph obtained. A fuller discussion of this 
topic can be found in [20]. 

4.4    Mathematical programming 

Mathematical Programming techniques can some- 
times be used to improve the bounds described in 
4.2. An integer programming formulation of the 
travelling salesman problem can be formulated as 
follows. Form the graph G'0 from G' by adding 
a dummy vertex VQ joined by an edge of weight 
0 to every vertex of G'. This dummy vertex vo 
converts the open symmetric travelling salesman 
problem to a closed symmetric travelling salesman 
problem, in which the requirement is to minimize 
the length of a circuit instead of the length of a 
path. If a minimal weight circuit is found in G'0 

then removal of the vertex of weight 0 gives a min- 
imum weight path in G'. H(G') is then equal to 
the solution of the following well known integer 
program for the closed symmetric travelling sales- 
man problem (TSP): 

Minimize      J^      Cyary (1) 

subject to       ^2      Xij    =   2; vt G V(G'0) (2) 
j:viVjeB{G'0) 

J2 xv    >    2;SC V(G'0) (3) 
VieS,Vi€V(G'0)\S 

a:« €{0,1}; viVj € E(G'0). (4) 

The formulation gives a minimum weight 
Hamiltonian circuit in G'0 from which a minimal 
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weight Hamiltonian path of weight H(G') can be 
obtained by deleting the dummy vertex VQ- The 
integer variable xtj is equal to 1 if edge ViVj is in 
the Hamiltonian circuit and is 0 otherwise. The 
total weight of the circuit to be minimised is given 
as 1. The equations 2 represent the requirement 
that there are two edges of the Hamiltonian 
circuit at each vertex. The inequalities 3 are 
called the subtour elimination constraints. These 
ensure that a single circuit is obtained, rather 
than the union of several disjoint circuits. 

If this integer program can be solved exactly 
the value of H(G') is obtained. However, this 
may not be practical. One particular difficulty 
here is the memory required to store the subtour 
elimination inequalities. An approach to making 
a solution practical is to relax the problem 
by weakening or removing one or more of the 
constraints. If the constraints are weakened it 
may be possible to find a solution of smaller 
total weight. Then H(G') is no longer found, 
but instead a lower bound for H(G') is obtained, 
which may be still be adequate for the purpose of 
deriving a strong lower bound for spn(G). 

Relaxation of the integrality constraint 4 to 

0  < Xij  <  1 ViVj e E(G'0) (5) 

gives the linear (LP) relaxation of the integer 
program. This relaxation can be easy to solve 
and is generally a good lower bound. For random 
graphs the bound is, on average, within 1% of 
the exact value of H(G'). However, the memory 
requirement problem for the subtour elimination 
constraints remains. 

Alternatively, the integer program can be 
relaxed by removing the subtour elimination con- 
straints 3. An integer program for the minimum 
weight perfect two-matching problem (PTMP) in 
G'Q is obtained. A perfect-two matching is a union 
of one or more circuits containing every vertex 
once and once only. A lower bound can also be 
obtained by replacing the integrality constraint 4 
by the constraint 5 and using a Linear Program- 
ming package. For many subgraphs of constraint 
graphs consisting of a clique or a clique with some 
additional vertices, this lower bound is close to 
H{ß'). 

This LP relaxation of the minimum weight 
perfect two-matching problem, applied to a 
suitable subgraph, can be a simple, fast and 
robust method of obtaining good lower bounds 
for spn(G) in circumstances where the travelling 
salesman bound is strong. It is never stronger 
than the travelling salesman bound without the 

addition of further constraints. 

There are two circumstances in which im- 
provements to the linear programming approach 
described above are possible. The first circum- 
stance is when the travelling salesman bound 
is inherently weak. This can arise because the 
bound takes no account of constraints between 
non-consecutive vertices in the Hamiltonian path. 
The second circumstance is where there is some 
uncertainty over what is the best subgraph to 
use for the bound. The value of the travelling 
salesman bound (and most other bounds) reduces 
rapidly when more than a small number of critical 
vertices are added to the appropriate clique. 
This behaviour can be mitigated if the bound 
is improved, which may be possible by adding 
additional constraints, referred to as frequency 
assignment constraints. 

Associate a non-negative integer variable e*j 
with each edge V{Vj of the constraint graph G. 
These variables e^- are chosen so that there 
will be no constraint violations when an assign- 
ment is constructed from a Hamiltonian path 
{vi, ,...,«•„} by setting 

/K) 
=   0 

ffai-i) + Cij.ii, +ei._li. 

for; = 2,...,n. 

Then constraints between consecutive vertices 
on the Hamiltonian path no longer have to 
be met exactly, allowing constraints between 
non-consecutive vertices to be satisfied. In this 
case the value e^- is referred to as the excess on 
the edge v,Vj. 

The formulation of the frequency assignment 
constraints uses the following definitions. If 
P is a path v^, Vi2,..., Vih with edge set 
E(P), then let XP = arjlt-2 + ••• + £; 

+ ei 
and 

Define the deficit of P 
1-lU 

EP = ehh +• 
as 

d(P) = Cilih - (cili2 + • • • + ch_lh). 

Let V{G') be the set of paths P of G' with d{P) > 
0. Then, if P e V(G') it is required that 

XP - (\E(P)\ - 1) < 
Ep 

UXp < {\E(P)\ -1) then EP is unconstrained. If 
Xp — \E{P)\ (that is, if all edges of P are included 
in the Hamiltonian path), then the total excess 
on P must be at least as large as the deficit of 
P to ensure that the constraint between the end 
vertices of P is satisfied. This gives the following 
integer programming formulation of the frequency 
assignment problem (FAP): 



K-13 

Minimize      J^      Cij%ij +     5Z     e*J 
ViVj£E(G'0) ViVj€E(G') 

subject to: 

£       a*,    =    2;    Vi£V(G'0)    (6) 
j:viVjeE{G'0) 

J2 *ij    >   2;    ScV(G'0)    (7) 
«;es,t>;ev(G;,)\s 

XP-(\E(P)\-1)   < 
Ep 

W) P G V(G') (8) 

a:« €{0,1}; viVj e E(G'0)       (9) 
ey € {0,1,..., cmo:c}; ^ G E(G')      (10) 

where cmaa; = maxcy. Note that when minimiz- 

ing 4.4, ey will equal zero if X{j = 0. 

A dummy vertex is used, as with the formu- 
lation of the travelling salesman problem, to 
express the problem in terms of a circuit rather 
than a path. The objective function in 4.4 is the 
total actual length of the path to be minimised. 
Equations 6 ensure that there are two edges of 
the circuit at each vertex. Inequalities 7 are the 
subtour elimination constraints. Inequalities 8 
ensure that there are no constraint violations 
between non-consecutive vertices in the path. 
The fact that the variables xy are integers is 
expressed by 9 and the fact that the excesses 
are integers and at most equal to the maximum 
constraint value is expressed by 10. 

If this integer program can be solved, it gives an 
exact solution of the channel assignment problem 
for the full constraint graph G. Although this is 
rarely possible, lower bounds can be derived as 
follows: 
The integrality constraints 9, 10 are replaced by 

0 < Xij < 1; 

U < ejj < cmax] 

viVj G E(G'0) 

ViVj G E{G') 

(11) 
(12) 

and a linear programming relaxation of the 
channel assignment problem is obtained. By also 
omitting the subtour elimination constraints 7, a 
linear programming relaxation of the formulation 
of the perfect two matching problem (PTMP), 
with additional frequency assignment constraints 
(PTMP+FAP) is obtained. This gives solutions 
in an acceptable time and, when practicable, 
appears to give an excellent bound when applied 
to a suitable subgraph. If there are too many 
constraints in equation 8 then a subset of them 
must be chosen. This can be done by, for example, 
limiting the length of the paths P G V{G') to 3 

or 2. 

The decision of which FAP constraints 8 to 
keep and which to eliminate may be critical if 
a strong bound is to be obtained. However, it 
appears that elimination of the subtour elimina- 
tion constraints and relaxation of the integrality 
constraints makes little or no difference to the 
strength of the lower bound, for real frequency 
assignment problems. A level-0 clique is often 
a good candidate subgraph for this method, 
rather than a higher level clique. This is because 
the constraints in equation 8 tend to prevent 
constraint violations between non-consecutive 
vertices in the Hamiltonian path, which often 
occur if a travelling salesman bound is used with 
this level of clique. 

Some results comparing this lower bound 
with previous methods and illustrating the im- 
provement are given in [25]. The method can also 
be considerably simplified for cellular problems 
[24]. 

4.5    Lower  bounds  for  fixed  spec- 
trum problems 

The lower bounding techniques discussed so far 
apply only to the span in minimum span prob- 
lems. It is of equal importance to derive lower 
bounds for the cost function in fixed spectrum 
problems. Without such lower bounds it is only 
possible to argue that fixed spectrum algorithms 
are effective because they can be used in the 
hybrid methods outlined in 3.9 to produce good 
solutions to minimum span problems. However, 
fixed spectrum problems can contain features 
such as illegal frequencies which are not present 
in the minimum span problem as defined here. 
It is conceivable that a fixed spectrum algorithm 
could work well except, for example, when there 
were illegal frequencies. 

A small first step towards deriving lower 
bounds for fixed spectrum problems is taken in 
[24]. However, it appears that the derivation of 
tight bounds may be much more difficult for fixed 
spectrum problems than it is for minimum span 
problems. The reason for this is that the bounds 
for minimum span problems are derived "locally", 
from a subgraph which usually corresponds to a 
cluster of close transmitters. In fixed spectrum 
problems in which the available frequencies 
are significantly fewer than is indicated by the 
minimum span, the constraint violations may be 
spread over the entire network. Thus a "global" 
method of finding a lower bound on the cost 
function C is required. 
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4.6    Algorithms for special problems     is to work effectively. 

In addition to the algorithms described in sec- 
tion 3, there are many other, mainly heuristic, 
algorithms which have been described in the 
literature. Indeed there are very many algorithms 
which have never been published. It is often very 
difficult to provide an assessment from published 
information of the performance of many of these 
algorithms. 

The general comments about the effective- 
ness of algorithms in section 3 and in 4 are based 
on assessments against lower bounds on both civil 
and military data which can be considered typical 
of the frequency assignment problems that arise 
in those areas. However, many algorithms not 
presented in section 3 may have been developed 
for specific problems which may have specific 
characteristics. They may perform better for 
those problems than general purpose algorithms. 
Developers of such algorithms for minimum 
span problems are able to test their effectiveness 
against lower bounds, and to compare perform- 
ance with general purpose algorithms which are 
known to work well. Ideally, the same should be 
true for fixed spectrum problems. 

5    Evaluating the binary con- 
straint representation 

In section 2 the representation of frequency 
assignment problems as generalised graph col- 
ouring problems, using binary constraints, was 
introduced. The constraints describe the neces- 
sary channel separations to sufficiently attenuate 
interfering signals. The representation essentially 
makes a single interferer assumption. At each 
receiver the interfering signals from transmitters 
other than the wanted transmitter are considered 
individually, and an appropriate necessary separ- 
ation between frequencies assigned to the wanted 
and the interfering transmitter is derived. This 
is a simplification. It would be more accurate 
to consider interference from all potentially 
interfering transmitters when deciding whether 
the receiver met the required minimum signal-to- 
interference ratio. The assumption has allowed 
the algorithms and theory of graph colourings 
to be brought to bear on the problem with 
considerable success. However, the meta-heuristic 
algorithms described in section 3 are not limited 
to binary constraints. Indeed, they are often 
used with constraints involving intermodulation 
products etc.. Normally only a change to the 
cost function is necessary. In the case of equality 
constraints, for example, a change to the solution 
representation may be necessary if the algorithm 

It has recently been suggested (see [30] for 
example) that better assignments may be ob- 
tained if the single interferer assumption is 
abandoned and non-binary constraints are used 
in the problem representation. This would of 
course, present a number of difficulties. It is not 
clear how the constraints should be derived, and 
the memory required for all possible non-binary 
constraints could be prohibitive. Thus a selective 
approach may be necessary. 

The usual method of generating binary con- 
straints will be considered first. Then the typical 
form of some non-binary constraints will be 
outlined. Finally, some experiments using a 
"constraint free" approach will be described. 
These experiments aim to assess the relative 
merits of the binary and non-binary methods. 

The derivation of binary constraints might 
typically proceed as follows. For each transmitter 
Tj, either there is a single receiver or some typical 
receiver positions are identified. For each such 
receiver the wanted signal strength is predicted 
using some propagation model. For each poten- 
tially interfering transmitter Tj, the interfering 
signal at the same receiver is predicted, using the 
same propagation model. The channel separation 
necessary for this receiver to have an adequate 
signal-to-interference ratio is determined. The 
process is then repeated for a single receiver 
or some typical receiver positions of Tj with T; 
as the interfering transmitter. The necessary 
separation between /j and fj is then the largest 
of these separations, taken over all receivers of Ti 
and all receivers of Tj. On the assumption that 
there is only a single dominant interferer at each 
receiver location, the signal-to-interference ratio 
at that location is taken to be adequate. 

Suppose now that instead of considering a 
single source of interference at each receiver, 
several of the strongest potential interferers are 
considered. If the interference is considered 
to be additive, there may be some choices for 
the possible channel separations. A smaller 
separation might be allowable for one interferer if 
a larger separation is imposed for another. The 
form that the constraints might take is illustrated 
in Example 2. 

Example 2 Suppose the R? 3 denotes the third 
receiver position of transmitter 7. Then con- 
sideration of the interference from the worst 
potential interferers T2,T6,T9,Tu,Ti2 leads to 
the following table of possible separations (between 
the given interferer and T7) generated by R7 3: 
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T2 Te n Tn Zia 
1 0 0 0 0 
0 2 0 0 0 
0 0 0 1 0 
0 0 0 0 2 
0 0 1 1 0 

Thus the first row, for example, denotes: 
(1/2 - M > 1) A (|/6 - M > 0) A (|/9 - M > 0) A 
(|/II-M>O)A(|/12-M>O). 
The constraint represented by at least one row 
must be satisfied. Note that the last row is re- 
dundant and can be removed. If the constraint 
represented by the last row is satisfied, then the 
constraint of the third row is already satisfied. 

It would be necessary to merge the constraints 
generated by all Ri j and remove redundant 
constraints. For any moderately large problem it 
appears that this could only be done selectively. A 
selective approach would involve adding such non- 
binary constraints only for receivers where the 
assignments generated using binary constraints 
did not give an adequate signal-to-interference 
ratio. 

1000  2000 3000 4000 5000  6000 7000  8000  9000 10000 

Figure 4: 45 transmitters and 111 reception points 
were placed as shown. The transmitters are the num- 
bers in the middle of the cells and the reception 
points are the circles at the cell vertices. Reception 
points are also placed around the perimeter of the 
square at all positions equi-distant from two trans- 
mitters. 

A constraint free approach might allow the 
assessment of any potential advantages of the 
non-binary approach without the need to identify, 
select and store the non-binary constraints first. 
Any deficits in the required signal-to-interference 
ratios become part of the cost function C. When 
C is reduced to zero the signal-to-interference 
ratio is adequate at each receiver, and so any 
possible non-binary (and binary) constraints are 
satisfied. 

Area coverage problems can be created with 
a benchmark generator which allows transmitters 
to be located using typical non-uniform distri- 
butions. Receiver locations can be generated in 
two ways. The Voronoi polygon surrounding each 
transmitter location is determined. Such a poly- 
gon contains all points closer to the transmitter 
than to any other transmitter. A small example 
with most of the Voronoi polygons shown appears 
in Fig. 4. The reception points are the corner 
points of the Voronoi polygons, and are assumed 
to be the worst case reception points if the interior 
of a Voronoi polygon is served by the transmitter 
that the polygon contains. Additionally, a set of 
10,000 test points are defined by overlaying the 
square with a 100 x 100 regular square grid. The 
reception points are used in the algorithm and 
the test points are used to evaluate the coverage 
of the area achieved by the assignment. 

A simple propagation model is used for compar- 
ison purposes.  If reception point r*, is tuned to 

transmitter Tk then the signal strength, Si, at u, 
is assumed to be given by: 

Si EL 

where P* is the power of transmitter Tu, dik is the 
distance between transmitter Tk and the receiver 
ri and 2 < 7 < 4. For simplicity, P* is assumed 
to be the same for all transmitters. 

The total interference It, at reception point 
ri tuned to transmitter Tk, is given by: 

»     p 

'« = ££' 
i-i % 

where n is the number of transmitters. For each 
3,0 is assumed to be taken as 

0 = 10 
0 = 1 

-0(1+1002/) 
10 Mi (adj. channel) 

(co-channel) 

where / is the channel separation between the 
wanted transmitter Tk and the interfering trans- 
mitter Tj. a is an attenuation factor for adjacent 
channel interference. 

A simulated annealing algorithm is applied 
in the hybrid form described in 3.9, but with a 
cost function C denned over m reception points 
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by: 

-£(!-)' for all -y < a 
*i 

where a is an even integer and a denotes the 
required signal-to-interference ratio. Additionally, 
the algorithm is modified so that a minimum 
span can be determined when it is only required 
that p% of the test points meet the required 
signal-to-interference ratio a. 

It is also possible to generate binary con- 
straints for any value of a as outlined previously. 
When determining the constraint involving /* 
and fr given by rt, the expression 

aij 

is replaced by 

j#fc 

dl 
6. 

These binary constraints can be solved using 
the algorithms and lower bounding methods in 
FASOFT. The value of p achieved (evaluated 
according to the non-binary model) for different 
values of a can be determined and a can be 
adjusted accordingly. 

Before outlining the results, it is important 
to point out that when the coverage p is 100%, 
lower bounds can still be determined for the 
non-binary model. This can be done either for 
the reception points or for the test points (or 
for the union of the two sets). The bound will 
be presented here for the test points. Assume 
that with a given value of a the cost function C, 
evaluated on the test points, is zero. Then for 
each test point i 

Si 
Ii 

>a. 

Thus 
Si p. 

4     u 

and as each term in the summation is non- 
negative, it follows that for each value of j, (j ^ k) 

djj        a 

This simply states that the binary constraint gen- 
erated by test point i, wanted transmitter 7* and 
interfering transmitter Tj is satisfied. By using all 
receiver points and all possible interfering trans- 
mitters Tj, it can be seen that all binary con- 
straints are satisfied. The following theorem is 
then immediate: 

Theorem 4 Let C(a) be a set of binary con- 
straints generated at signal-to-noise ratio a. Then 
any lower bound for the span when these binary 
constraints are satisfied is a lower bound for the 
span according to the non-binary model (i.e. with 
C = 0) at the same value of a. 

Although this lower bound appears weak at first 
sight, it has proved tight for some examples. 

Now take a = 15 dB/Octave and a = 2. 
Applying both the binary constraint method, 
the non-binary constraint method and the lower 
bound of Theorem 4 to the example in Fig. 4, 
the results in Table 1 are obtained.    Although 

% test points 
with SIR > a 

95 97 98 99 100 

Binary span 
achieved at 9dB 

8 8 8 8 11 

Non-binary span 
achieved at 9dB 

6 6 7 8 9 

Non-binary lower 
bound on span 
(calculated at 
test points-a=9dB) 
Binary span 
achieved at 17dB 

12 14 14 15 20 

Non-binary span 
achieved at 17dB 

13 14 17 19 21 

Non-binary lower 
bound on span 
(calculated at 
test points-a=17dB) 

13 

Binary span 
achieved at 25dB 

24 24 26 26 34 

Non-binary span 
achieved at 25dB 

26 28 29 30 39 

Non-binary lower 
bound on span 
(calculated at 
test points-CT=25dB) 

23 

Table 1: Results comparing non-binary and binary 
methods for the example shown in Fig. 4 

these results are not yet complete, results for 
several networks suggest a number of tentative 
conclusions: 

1. The use of this non-binary "no constraint" ap- 
proach does lead to somewhat smaller spans, 
as expected, when the network and a are both 
small. For large networks and large values 
of a the results axe actually worse than us- 
ing binary constraints. This is because of the 
time taken to compute the cost function C 
in the algorithms. Meta-heuristic algorithms 
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which explore very large search spaces re- 
quire cost functions which can be quickly eval- 
uated if they are to be effective. In fact, 
taking the results in Table 1 as typical, the 
results using binary constraints take only a 
few minutes, where the results using the non- 
binary "no constraint" approach take several 
days to compute. 

2. The assignments achieved by the binary con- 
straint method usually meet one of the lower 
bounds for these binary constraints described 
in section 4. 

3. The lower bound of Theorem 4 is sometimes 
tight. When it does not appear tight it is 
unclear whether it is the bound or the (non- 
binary) span achieved which is weak. 

4. For small problems, where the binary span 
is greater than the non-binary span, most 
or all of the difference can be recovered by 
repeatedly identifying the reception points 
where the signal-to-interference ratio is inad- 
equate, selectively strengthening the binary 
constraints involved and repeating the binary 
constraint algorithm. 

Thus it seems that a binary constraint algorithm 
should always be accompanied by an evaluation 
routine for the assignments obtained, which is 
used to reconsider and possibly revise the current 
constraints. It may be that non-binary constraints 
still have a role, but perhaps they are best added 
as revisions to the original constraints during this 
evaluation process. 

6 Conclusions 

This paper has outlined the problem represent- 
ations, algorithms and evaluation methods used 
in frequency assignment. Possibly the most im- 
portant message is that the effectiveness of the 
methods and algorithms may be capable of ac- 
curate evaluation. In particular, authors present- 
ing new algorithms in the literature should always 
present them in a way that allows detailed compar- 
ison with existing algorithms. This has not always 
been the case in the past. 
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PAPER TITLE Keynote - Frequency Assignment: Methods 
and Algorithms 

AUTHOR :        D.H. Smith et al 

NAME :        K.S. Kho 

QUESTION 

It is reported that FA Soft achieved for cellular telephone networks: 5% of optimality 
and for pseudo-military-radio nets : 10%. Radio military tasks are normally more 
resistant to interference. Could you explain the reasons for the difference in the 
optimality achieved? 

ANSWER 

The estimates quoted apply for a given set of binary constraints. The adequacy (or 
necessity) of a particular set of binary constraints is a separate issue which we have 
only addressed for area coverage problems. 

NAME :        E. Tsang 

QUESTION 

Can you elaborate FASoft (what techniques are used in it)? Can you explain how 
constraint strength can be done automatically? 

ANSWER 

FASoft contains a large variety of algorithms, some good, some not very good. The 
best algorithms for minimum span problems are hybrids of sequential/Calm search 
(or sequential/SA). The fixed spectrum problems non-hybrid SA and TS algorithms 
are available. 

Automated constraint strengthening can be achieved if the constraint construction, 
assignment production and evaluation are all included in one routine. The 
evaluation part must record violating transmitters and pass this information to the 
constraint production part that will then select the constraints to strengthen. 
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PAPER TITLE Keynote - Frequency Assignment: Methods 
and Algorithms 

AUTHOR :        D.H. Smith et al 

NAME :        G. Wyman 

QUESTION 

What computational resources are required for: 

a) assessment of lower hand 
b) assignment algorithm 

and have any trends emerged from the trials undertaken? 

ANSWER : 

a) For cellular problems strong bounds can be obtained in seconds. For non- 
cellular problems it may be necessary to limit the number of paths on which 
excess variables are defined for the method given to be practical. Run times 
may still be several hours for problems with thousands of transmitters. The 
perfect two matching bands is faster and often as strong. 

b) The assignment may take seconds, minutes or hours depending on the size 
and difficulty of the problem. However, most of the computational effort is 
devoted to final small improvements. Fairly good results are obtained quickly. 

NAME :        I. White 

QUESTION : 

1. How do you know how near to optimum a solution is? 

2. What are the major unsolved problems in frequency assignment? 

ANSWER 

1.        Given a set of binary constraints the use of lower bands shows how close to 
optimum a minimum span solution approaches. 

2. 
a) The adequacy of a set of binary constraints remains an open 

operation. 
b) The determination of strong lower bands for the cost function is 

fixed spectrum problems. 
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Application of New Techniques to Military Frequency Assignment. 

Ray Bradbeer 
PC 308, DERA, 

St Andrews Road, 
Malvern, Worcestershire, 

WR14 3PS, UK. 

1. SUMMARY 
With increasing use of the RF spectrum, rapid and effective 
frequency assignment tools are an essential element in the 
maintenance of effective communications. An abstraction of 
the VHF Combat Radio Frequency Assignment problem is 
outlined and discussed in this paper. A key feature of this 
problem is the wide difference in the magnitude of the 
frequency separation constraints which arise as a result of 
radios being located in the same vehicle or site (cosited), and 
those which apply between nets which do not have cosited 
members. This feature is used to gain insight into the 
problem. It is inferred that, within the vast total solution 
space, it must be assumed that there are a great many optimal 
or near optimal solutions. A proposed method using graph 
colouring together with a combinatorial algorithm is outlined. 
This uses the characteristic large differences between the 
constraints to focus the search on profitable areas of the 
solution space. 

2. INTRODUCTION 
Present day military forces may find themselves needing to 
move rapidly into an area with little time for familiarisation. 
Upon arrival, they can expect to find that the radio spectrum 
is already in use by a whole variety of users, some of whom 
may not be very well controlled. 

It is essential therefore that they have the means to assimilate 
what knowledge is available concerning the use of the radio 
spectrum, make plans for their own communications and to 
change those plans rapidly in response to new information. 

The ability to perform rapid and spectrally efficient 
frequency assignment is a key element of this capability. 

The new methods of frequency assignment are showing great 
promise both for military and civil applications [1]. 

Clearly it is desirable to develop techniques which show 
improvements in speed of execution and spectral efficiency. 
In addition, it may be possible to understand the structure of 
the solution. Firstly this may enable modifications to be made 
with minimum disruption. Secondly it may allow the solution 
process to be sub-divided, to permit sub-sections of a 
deployment some degree of autonomy without great loss in 
spectral efficiency. 

A comprehensive tutorial paper [1] has already described the 
techniques of graph colouring, simulated annealing and taboo 
search, together with other techniques which are applicable to 
frequency assignment. Readers are referred to that paper for 

details. The tutorial paper also gives an indication of which 
methods have been found to work well. 

It is proposed here to take an engineering view of the 
problem, in the hope of exposing, at least to some degree, the 
basic structure of the problem and hence gain insight into 
why the good methods work. 

It is worth noting at this point that one of the significant 
conclusions of the CALMA project is that: "Overall there is a 
strong positive correlation between the amount of problem 
dependant information used,... and the quality of the results 
obtained" [2]. 

3. PROBLEM ADDRESSED 
This paper concentrates on the VHF net radio fixed 
frequency assignment problem, which illustrates the points 
particularly clearly. It is believed that the observations apply 
to other frequency assignment problems but each case 
requires individual consideration. 

The abstraction of the net radio assignment problem is 
described below. 

A basic radio net has a command station and a number of 
outstations. All the radios operate on the same frequency and 
when one person speaks, all the others should hear. 

It is assumed that the net radio system is serving a military 
command structure based on headquarters (HQ), shown 
diagramatically in fig 1. A major headquarters will contain 
many vehicles and will be connected by communications of 
many types to other headquarters. Further down the 
command chain there are a greater number of headquarters 
but they are smaller; fewer vehicles and fewer 
transmitter/receiver equipments. 

Major HQ 

A couple^ 
of nets 

HQ contains stations for: 

rt    Half a 
|   dozen 

or so 

Figure 1: Role of Net Radio 

One net 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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Headquarters containing outstations of nets at one level of 
command will generally contain the command stations for 
nets at the next level in the command structure. Major HQs 
tend to use other types of communications and will contain 
only one or two net radio command stations. Low level HQs 
do use net radio extensively, but the nets are well spread out. 
Each low level HQ will contain stations for only a few nets, 
perhaps just one working to the next level up and one to the 
next level down. 

Although not proven, it can be inferred from the simplified 
frequency assignment problem considered later in this paper 
that at least this problem does have a great number of 
dissimilar alternative solutions which are good if not optimal. 
This is supported by anecdotal evidence. Frequency 
assignment authorities report that, in general, existing 
frequency assignment systems either fail to provide a 
satisfactory solution or are able to generate a number of 
alternatives. 

The biggest net radio frequency assignment problem is likely 
to exist at intermediate HQs, which may contain the 
command stations for half a dozen or so nets, plus the 
outstations of the nets controlled by the senior level. Stations 
for a dozen or so nets may be all on the same site. 

Generally, the military frequency manager starts with a 
knowledge of which frequencies can be used and will need to 
assign these frequencies such that there is no interference 
between users. If that is not possible, the objective will be to 
minimise the level of interference and ensure that no user 
suffers a level of interference such that communications are 
unworkable. The manager will be particularly keen to ensure 
that any particularly important connections are interference 
free. The problem therefore falls into the fixed spectrum 
category referred to in [1]. 

4. COSITE INTERFERENCE 
When radios are in close proximity, they require much 
greater frequency separation to work without interference 
than when they are widely separated geographically. Some 
indication of the magnitude of this is shown in fig 2. Local 
interactions between radios in the same vehicle or between 
radios in the same headquarters give rise to the larger 
constraints, which are known as cosite constraints. Thus, if 
we were to draw a graph in which vertices represent nets and 
edges represent the cosite constraints, we would get a 
structure which follows the command chain, perhaps with 
some cross links. In addition, each frequency is subject to 
many smaller constraints to avoid interference from nets at 
great distance, which we call farsite. 

Frequency separations required for various 
physical separations 
(approximately to scale) 

Sams 
vehicle 

Same } Cosite 

Along 
way off Farsite 

Two nets are cosited if they have two or more members cosfted 

Figure 2: Cosite Problem 

5. PROBLEM DIMENSIONS 
The military VHF frequency assignment problems typically 
involve the assignment of hundreds or even thousands of 
frequencies to a similar number of nets. The total solution 
space is therefore vast; containing 100s raised to the power of 
100s of permutations. 

6. APPLICATION OF COMBINATORIAL 
ALGORITHMS 
Consider now, the application of simulated annealing and 
genetic algorithms to this problem. Both are based on 
analogies with nature. It is immediately clear however that 
the analogies are flawed if the methods are applied in a 
simple manner directly to the problem. 

In the case of simulated annealing. A simple application 
would take an initial assignment and evaluate the effects of 
random changes. Accepting or rejecting the change according 
to the rules which are outlined in the tutorial paper [1]. In real 
annealing, the atoms of the material, which arc all identical, 
are moved by small excursions until they occupy the correct 
position in relation to their neighbours. In the case of 
simulated annealing simply applied to frequency assignment, 
the frequency constraints applying to each frequency are not 
identical and the individual frequencies are interrelated in a 
complex relationship. Thus, a scheme which produces a new 
solution based on random changes to individual frequencies, 
without regard to the relative interactions is unlikely to be 
productive. 

The simple application of genetic algorithm is also flawed. 
Such a simple application might involve the generation of an 
initial population, from which the individuals giving rise to 
the lowest overall interference would be selected. These 
would then be crossed in some way to produce the members 
of a new generation. If the problem has a number of similarly 
good but entirely unrelated solutions and the crossing 
mechanism is applied to two members of the population 
which are deemed to have relatively high fitness because they 
are both in the neighbourhood of the same solution, the 
resulting offspring have a significant probability of showing 
an improvement compared with their parents. If, upon the 
other hand, the parents are from entirely different 
neighbourhoods, the offspring may lie anywhere in the 
solution space and have a low probability of showing high 
fitness. In nature, evolution takes place within species. Non 
viable crosses between entirely different organisms are not 
even attempted. The concept of speciation has been addressed 
[3,4,] and the possibility of a generic methods which are able 
to operate with problems which have multiple global maxima 
has been addressed [4]. 

As discussed later in this paper, there is at least a possibility 
that practical problems are so highly multi-modal that the 
number of optima available exceeds a practical population 
size by orders of magnitude. 

Goldberg [3] discusses the need to ensure that the genetic 
algorithm does not concentrate all its population on a single 
peak of a multi-modal problem. Also the need to avoid the 
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production of poor offspring (lethals) as a result of 
interbreeding between different species. 

In the case of this frequency assignment problem, it is also 
thought to be necessary to ensure that the number of peaks 
investigated is limited such that each has a viable population. 

These comments suggest that, if either simulated annealing or 
genetic algorithms are to be applied to this frequency 
assignment problem, and achieve practical results, either: 

a) productive areas of the solution space will need to be 
identified and the algorithm guided so as to avoid 
exploration of unproductive areas of the solution space, 

b) the techniques must be applied indirectly in such a 
way that the problem presented to the combinatorial 
algorithm has a smaller solution space and is less multi- 
modal. 

As an example of the latter technique, Hurley et al [5] have 
studied a method in which a genetic algorithm is used to 
determine the ordering of requirements presented to a 
sequential (greedy) algorithm. 

To achieve the former, some insight into the 
key features of the different solution neighbourhoods is 
required. 

7. IDENTIFYING KEY FEATURES 
The key is believed to be the cosite constraints. The 
difference between the size of the constraints is particularly 
marked in the VHF net radio assignment problem considered 
here. 

It is immediately clear that, if there are a number of 
frequencies which need to be mutually separated by a large 
cosite separation, they must be spaced out down the available 
spectrum in a sensible manner. The basis of the proposal is to 
use this to introduce some problem specific information. 

8. PROBLEM SIMPLIFICATION 
If, initially, we simplify the problem by assuming that there 
are just two types of constraint; cosite and farsite, rather than 
different degrees of each. Further, assume that the channel 
separation is such that the farsite constraint will be met if nets 
between which this constraint applies are assigned different 
channels. If we also assume that the available frequency 
space consists of adjacent channels, with the lowest adjacent 
to the highest, so that there are no frequencies with any 
special properties with regard to those adjacent; ie, a circular 
frequency space is assumed. 

9. SIMPLIFIED PROCEDURE 
It is now possible to construct a graph (Gc) using only the 
cosite constraint information. In this graph, vertices represent 
nets and edges represent cosite constraints between nets. 
Thus the vertices representing a pair of nets, will be joined by 
an edge if they have at least one pair of cosited stations. 

This graph can be expected to contain a highly connected set 
of vertices representing the nets which have stations in the 
intermediate level of headquarters. There will be many 

vertices representing the nets lower in the command 
hierarchy, but these will be relatively sparsely connected. It is 
believed that colouring this simplified graph using the 
minimum number of colours will generally be practical. Thus 
far it has been shown that simple backtrack algorithms are 
not practical, however, successful colouring of a small 
number of large problems has been achieved using the 
algorithm due to Trick [6]. In any case it is worth pursuing 
the argument as it gives further insight into the problem. 

The process for a very small deployment is shown in figure 
3. 

Figure 3: Derivation of cosite graph 

Assuming that the graph colouring has achieved a colouring 
using the minimum number of colours, this will yield a 
chromatic number x(Gc). 

Suppose the available frequency band is now divided into 
equal sub-bands. If the frequency span is wide enough to 
accommodate the requirements, there will be a central 
section at the centre of each sub-band which is separated 
from the similar section in the next band by the cosite 
constraint. There will be side sections on either side of the 
central section. This is shown in figure 4. 

Bandn 

Central section 

Cosite s 

\ 

Bandn+1 

jparation 

Side section 

Figure 4: Sub-band Structure 

For the simplified procedure it is possible to envisage making 
a random assignment of colours to the frequency sub-bands, 
thereby assigning each net to one of the sub-bands. 

The nets can then be categorised according to which section 
of the sub band they need to occupy. Nets which require a 
frequency from the central section, have been defined as 
restricted. Those which can be near one side of the sub-band 
but not the other, have been defined as semi-restricted, either 
upper or lower according to which part of the band can be 
occupied. Those which can occupy any frequency within the 
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sub-band, have been defined as not restricted. This 
categorisation can be derived from the graph. If the vertex 
representing a particular net is connected by edges to other 
vertices taking the colours of both the neighbouring bands in 
the frequency space, it is categorised as restricted. If the 
vertex is connected to one of the neighbouring colours but 
not the other, it is semi-restricted, upper or lower. Otherwise 
it is not restricted. This categorisation is illustrated in fig 5. 

Green 

Figure 5: Sub-band Assignment 

If individual frequencies can now be assigned within their 
allotted sections, in such a way that the far site constraints are 
met, then an assignment which meets all the constraints will 
have been achieved. However, if this process fails, there are 
further freedoms which can be exploited. 

We might try to improve the solution provided by this 
method by applying a combinatorial algorithm. To be 
productive, this should really work within the constraints 
implied by the structure laid down by the assignment of 
colours to bands. Nevertheless there are some freedoms 
which are not exploited by the basic process and clearly 
could be explored, for example: 

a) net assignments can move within the portion of the 
spectrum to which they have been assigned, according to 
whether they are restricted, semi-restricted or not 
restricted. This freedom can be used to avoid additional 
incompatibilities due to, for example, intermodulation 
products and spurious responses/emissions. 

b) Assignment within the portion of the spectrum as in a) 
above guarantees that the criteria will be met. In general, 
further constraining some of the frequencies will give 
additional freedom to others. Thus the assignment of a 
net to a section of the available spectrum is only a guide 
to its final assignment. Some assignments will be able to 
move outside their assigned section. 

c) It will be possible to recolour some vertices of the 
graph without affecting the rest of the graph. Clearly the 
nets which these vertices represent can move to any band 
assigned a colour which can be adopted by the associated 
vertex. In principle, this can be extended to the re- 
colouring of sub-graphs rather than individual vertices. 
Note that when a net is moved from one band to another 

it must be recategorised in respect of the level of 
restriction applying. 

Thus it is possible to envisage a procedure following the 
initial assignment, in which a combinatorial algorithm is 
applied. Several strategies could be applied, for example, the 
combinatorial algorithm might first position all the restricted 
frequencies, some of which may need to be placed outside 
the central sections. Semi-restricted and finally unrestricted 
frequencies would then be placed using the combinatorial 
algorithm. 

However, this is not a practical algorithm because the 
simplifying assumptions will not, in general, apply. 
Nevertheless, it is possible to use the simplified case to give 
an indication of the degree to which the problem is multi- 
modal. 

10. MODALITY OF THE PROBLEM 
Notice that there will be at least one node in the graph which 
is surrounded by all the other colours. If this were not so for a 
particular colour, it would be possible to recolour every 
vertex ofthat colour to at least one other colour and thereby 
reduce the number of colours used. Thus there will be at least 
X(GC) restricted vertices whatever happens in the graph 
colouring or the assignment of colours to bands. Any 
solution which satisfies the constraints must space these 
frequencies in the available spectrum such that the cosite 
constraints are met. 

This requirement is sufficient to eliminate large tracts of the 
solution space. Nevertheless, there are many ways of placing 
these framework frequencies. In the simplified case we can 
imagine them being placed in the central section of the 
frequency sub bands. In the absence of problem specific 
evidence to the contrary, it has been assumed that any 
ordering of the colours is equally likely to yield a solution. 
There are (x(Gc) -1)! such orderings, assuming that the same 
ordering in a different orientation on the circular frequency 
space are considered to be the same solution. 

Note that the very small network considered in fig 3 has a 
chromatic number of 6. In practice, chromatic numbers of 10 
to 20 are expected. There is reason to believe therefore that, 
in the case of a realistic problem subject to the simplifying 
assumptions mentioned above, there may be between 10 
and 1017 distinctly different solutions, or species in the 
genetic algorithm sense. 

Real problems, without the simplifying assumptions, need to 
exploit the structure of the allotment as well as the net 
laydown, so they probably have a smaller number of distinct 
solutions, although this is difficult to estimate. Nevertheless, 
it is considered that, unless it can be shown otherwise, we 
must assume that practical cases also have a large number of 
distinct solutions. It is interesting to note that Hurley et al 
examined the entire solution space for a 12 transmitter 
problem and found 4xl06 permutations giving an optimum 
span, from a total of 479,001,600 [5]. 

11. PRACTICAL CASE 
The major deficiency in the simplified case is the assumption 
that the frequency allotment is contiguous. 
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To overcome this problem, some means is required to divide 
the available allotment into %(GC) bands such that the number 
of frequencies available in each category (restricted, semi- 
restricted etc) matches the number required for each colour 
band. 

A combinatorial algorithm can be applied to this problem; a 
further example of the indirect application of combinatorial 
algorithms. 

One technique under examination is to place %(G) -1 
movable masks of width equal to the cosite separation onto 
the allotment. Each central band is defined by the region 
between the masks. The band boundaries are under the 
masks, as shown in fig 6. 

12. CONCLUSION 
The military combat radio frequency assignment problem has 
been outlined. 

This particular problem can involve the assignment of 100s 
or even thousands of nets using an allotment of a similar 
number of frequencies. Giving rise to a very large total 
solution space. 

The problem is characterised by constraints which fall into 
two groups, cosite and farsite with a large ratio between 
them. 

It has been shown that the problem is likely to demonstrate 
highly multi-modal behaviour. 

Frequency 
line Cosite separation Cosite separation 

•« ►- 

Central block 
ofrirst colour 

Central block of second colour 

The block of frequencies assigned 
to nets of the second colour 

Figure 6: Finding Block Boundaries 

The process has the freedom to slide the masks along, move 
the block boundaries under the masks, and change the order 
of the assignment of colours to bands. 

Having obtained the best match using this process, the 
recolouring of vertices is applied to give an improvement if 
possible. 

The assignment is then attempted, using a combinatorial 
algorithm to assign in order of difficulty as outlined above. 

Finally a combinatorial algorithm can be applied to the whole 
solution if required. 

A proposed algorithm which takes account of these features 
has been outlined. 

REFERENCES 
[1] D.H. Smith, S.M. Allen, S. Hurley and W.J. Watkins, 
Frequency Assignment Methods and Algorithms, 
Proceedings of NATO Research and Technology 
Organization, Sensors and Electronics Technology Panel 
Symposium on Frequency Assignment, Sharing and 
Conservation in Systems (Aerospace), October 1998, 
Aalborg, Denmark. 

[2] S. Tiourine, C. Hurkens, J.K. Lenstra, An Overview of 
Algorithmic Approaches to Frequency Assignment Problems, 
Eindhoven University of Technology, August 1995. 

[3] D.E. Goldberg, Genetic Algorithms in Search, 
Optimization and Machine Learning, Addison-Wesley, 1989. 

[4] A. P&rowski, An Efficient Hierarchical Clustering 
Technique for Speciation, Third Conference on Artificial 
Evolution, AE97, Nimes, France, October 1997. 

[5] S. Hurley, D.H. Smith and C Valenzuela, 
A Permutation Based Genetic Algorithm for Minimum Span 
Frequency Assignment, to appear. 

[6] COLOR.C: Easy code for graph coloring, Michael A 
Trick, Carnegie Mellon University. 

© British Crown Copyright 1998/DERA 

Published with the permission of the Controller of 
Her Britannic Majesty's Stationery Office. 



1-6 

PAPER TITLE Paper 1 - Application of New Techniques to 
Military Frequency Assignment 

AUTHOR :        R. Bradbeer 

NAME :        K.S. Kho 

QUESTION 

You focus on new technology for frequency assignment. However, the limitation of 
the deployed CNR frequency management assignment system lies on the physical 
limit of the span of the CNR. VHF band with respect to cosite requirement (numbers 
of radios cosited etc.?) Could you comment on this? 

ANSWER 

It is assumed that Combat Radio Co-Siting will continue to be required, ft is hoped 
that the techniques suggested will provide a better indication of the origin of 
frequency assignment problems in specific cases. For example, lack of sufficient 
span to accommodate co-site constraints can be detected and reported to the 
Frequency Manager. 

NAME :        M. Vant 

QUESTION : 

Could your technique be adapted to the situation in which there is jamming on the 
battlefield and some frequencies are not available? 

ANSWER 

It is hoped that algorithms based on Combinational Algorithms and Graph Colouring 
can be used to improve responses to changes in the availability of Spectrum. 
Jamming is clearly one reason why this availability could change. 
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SPECTRUM CERTIFICATION - THE FIRST STEP 

Stanley R. Green 
Joint Spectrum Center /IIT Research Institute 

185 Admiral Cochrane Dr 
Annapolis, Maryland 21401 USA 

CraigA. Scammon 
Department of Commerce/NTIA 

1401 Constitution Ave, NW 
Washington, D.C. 20230 USA 

ABSTRACT 

Assigning frequencies for electronic systems on 
the ever diminishing electromagnetic spectrum 
is a difficult process, compounded by the 
different modeling approaches that employ 
complex frequency assignment algorithms. 
These algorithms are based on the available 
equipment parameters and environmental data. 
The underlying assumption is that the data being 
used is the best and the most accurate data 
available. This assumption is rarely if ever 
correct. But with today's highly sophisticated 
technology in electronic equipment, having the 
most accurate data available for use in spectrum 
management systems such as the Joint Spectrum 
Management System for Windows (JSMSW ) 
frequency assignment model is critical. 

Collecting accurate data begins with the request 
for spectrum allocation support, via the 
application for electronic equipment 
certification. This data collection continues 
through equipment design, procurement, and 
operational deployment of the electronic system. 
Traditionally, this collection of data began by 
entering the pertinent system data on a paper 
form. Today, a template for this form has been 
created, and the process for entering data has 
been automated by using the Spectrum 
Certification System (SCS). 

The National Telecommunications and 
Information Administration (NTIA) has been 

working on a new approach to capture the 
required data, using a Smart Interface Diagram 
(SID) technology. A computer software 
program called the Equipment Location - SID 
(ELSID) that will automate the SID is under 
development. This program provides a 
graphical, icon-based user interface supported 
by sophisticated logic that captures inter- and 
intra system relationships and prompts the 
applicant to enter minimal but pertinent system 
parameters. The EL_SID interface will simplify 
the collection of data, enabling the applicant to 
enter the most comprehensive, and the most 
accurate, information available for particular 
operational characteristics of the electronic 
equipment. The EL_SID interface will also 
enhance earlier efforts at defining system 
characteristics by identifying the actual 
relationship between equipment parameters for 
the links in a network, and thus will provide the 
best available operating characteristics. 

This paper will describe the spectrum allocation 
process, provide a historical background of data 
entry, and look to the future for spectrum 
allocation and assignment. 

BACKGROUND 

In planning telecommunication systems, the 
United States Government agencies are required 
to develop systems for operational use in 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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accordance with the applicable portions of the 
National Tables of Frequency Allocation and the 
provisions of the NTIA Manual [1] which 
includes technical standards and policy issues 
concerning the use of the radio frequency 
spectrum. 

Government agencies planning the use of, 
conducting experiments relating to, or 
developing and obtaining telecommunication 
systems requiring the use of radio frequencies 
are required to take all reasonable measures to 
ensure that such systems when placed in their 
intended operational environments will neither 
cause nor be subject to harmful interference to, 
or from, other authorized users. 

To assist government agencies in meeting the 
above responsibilities, NTIA established the 
Spectrum Certification Process to ensure that 
radar and communications equipment operating 
within an environment meet certain rules, 
regulations, and constraints consistent with the 
particular piece of equipment. All major 
systems that transmit or receive radio signals 
must be certified. Certification ensures that 
critical information about the equipment is 
provided so the equipment can either be 
protected from harmful interference from other 
spectrum users or permitted to operate in a 
particular frequency band without causing 
harmful interference to other users of the radio 
spectrum. The Spectrum Certification Process 
enables the Spectrum Planning Subcommittee 
(SPS) to review government telecommunication 
systems and subsystems. These reviews are 
ongoing during the four stages of system 
development (Stage 1 - Conceptual, Stage 2 - 
Experimental, Stage 3- Developmental, and 
Stage 4 - Operational), before a frequency 
assignment is granted. During the first three 
stages, the SPS provides guidance to the agency 
to ensure that the development of the system or 
subsystem will meet NTIA regulations when the 
Stage 4 operational certification is requested. 
Certification of spectrum support for 
telecommunication systems or subsystems at 
Stage 4 is a prerequisite for NTIA authorization 

of frequency use from a station with an 
operational station class (i.e., other than 
experimental). The Stage 4 certification 
provides restrictions on the operation of the 
system or subsystem as may be necessary to 
prevent harmful interference. 

In addition to reviewing the development of new 
telecommunication systems, modifications of 
the technical or operational characteristics of an 
existing systems or subsystem that could have 
significant impact on the radio frequency 
spectrum must also be submitted to the SPS for 
review. During the SPS's review, consideration 
is given to system compliance with prevailing 
spectrum management policy, allocations, 
regulations, and technical standards 
(Government, National, and International), and 
the predicted degree of electromagnetic 
compatibility (EMC) between the proposed 
system and the electromagnetic environment. 
Upon assessment of a proposed system or 
subsystem, considering these criteria and any 
other pertinent factors, the SPS will provide 
recommendations, along with supporting 
documentation, to NTIA. 

After the criteria for systems have been met, the 
Spectrum Certification Certificate will then be 
issued by NTIA. Authorization for frequency 
use will not be granted for a system until notice 
is received that Stage 4 frequency support for 
the system has been certified. Authorization for 
frequency use will be granted for the system, 
subject to any limitations or constraints 
contained in the Spectrum Certification 
Certificate. 

DD FORM 1494 FOR FREQUENCY 
ALLOCATION 

The NTIA developed forms 33, 34, and 35 for 
use by the civil sector. The DD Form 1494- 
Application for Frequency Allocation was 
developed by the Department of Defense. These 
forms are the original format used for the 
submission of data. The civil and military forms 
are similar in content and NTIA accepts both 
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formats for review. 

NTIA reviews the DD Form 1494 for 
certification. When correctly filled out, this 
form provides technical information to permit 
officials to evaluate the request for use of 
electronic spectrum frequency(ies). 

With more sophisticated, complex systems 
emerging, however, the paper copy of the DD 
Form 1494 no longer provides a means to enter 
details about the systems' operating 
characteristics. As the technology improved, the 
equipment functions became more complex, and 
often the application would exceed 30 pages of 
technical information, and because of the 
limited size of the form itself, information 
would be truncated or deleted that would be 
helpful in processing the request. 

Further, the form did not facilitate the need for 
information concerning the operational 
relationships between data elements. Additional 
data or information concerning the relationships 

between the data elements was presented in the 
general remarks section, which is an 
unstructured text field. Information provided in 
these text fields was almost impossible to use, or 
to extract data from, in automated analysis 
algorithms. As the technology advanced, 
applicants no longer understood what type of 
information was required nor how to present 
that information. For example, applicants did 
not know which data elements were required for 
a particular system or which data fields did not 
apply to a particular system. 

SPECTRUM CERTIFICATION SYSTEM 

In the 1990s, the Joint Spectrum Center 
developed an automated system, the Spectrum 
Certification System (SCS), to enhance the 
Spectrum Certification Process. A template for 
the DD Form 1494 has been created, and the 
process for entering and storing data has been 
automated by using the SCS. The automated 
database, populated with these forms can be 
queried for various type of information. In 
addition, the SCS contains a diagram that can be 
used to further clarify the use of the equipment 
employed. To ensure consistency of the data 
wherever possible, data checking is performed. 

As part of the certification review process, 
technical parameters must be compared with 
NTIA's technical standards, and an EMC 
analysis must be conducted to determine if there 
is a possibility of potential interference between 
the proposed system and systems in the 
environment. To perform an EMC analysis, 
specific relationships between data must be 
known. For example, if a system has several 
power levels and several different emission 
bandwidths, NTIA needs to know what power 
levels are associated with which emission 
bandwidths to perform an accurate EMC 
analysis. 

Without this input, a so called "worst case" 
EMC analysis results. The analysis performed 
is, as such, very conservative. The consequence 
is that during the SPS Certification Review 
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Process, limitations or restrictions are imposed 
on the deployment of the system. Ultimately, a 
frequency assignment may be denied because an 
electronic system is predicted to cause 
interference, simply because relational 
characteristics have been identified that may not 
actually exist in the operational equipment. 

SMART INTERFACE DIAGRAM 

The need to capture information regarding the 
more complex communications-electronic (CE) 
equipment and their inter- and intra- systems 
relationships is becoming more critical, as is the 
need to perform EMC analyzes that will enable 
these systems to be certified for frequency 
assignments. 

In lieu of this, NTIA has not only began to 
redesign the spectrum certification process but 
also has developed a new technology for 
capturing and reporting technical data for 
spectrum certification. This new technology is 
called the Smart Interface Diagram (SID). 
SID provides a graphical, icon-based interface 
supported by sophisticated logic that captures 
inter- and intra- system relationships and that 
prompts for applicant to enter, only those 
system parameters required for the particular 
system being described. 

'W*—t»»*rfS*~.y*.. Ww«»iii^^^a^Ti^J^;i:;v^-,-:\>i-^ 

Smart Interface Diagram (SID) 

To fulfill its mission into the 21st century, NTIA 
is currently creating a new data dictionary to 
store the data needed and to automate the 
frequency assignment process. This data 
dictionary would contain a multitude of 
complex scenarios that were previously difficult 
to describe. 

A complex communications site might consist 
of multiple antennas, each with one or more 
emissions and frequencies transmitting to 
various receivers. Thus, the data dictionary 
would provide for the entry of all the possible 
communications modes at a site, along with the 
specification of which mode(s) is received at 
each of its receivers. Specifying only the actual 
communications modes used, along a particular 
communications link, eliminates trying to 
analyze modes that do not exist. A 
communications scenario becomes more 
complex when two or more of these sites are 
linked, as in a network. In which case, a more 
sophisticated method is needed such as using an 
interactive diagram. The interactive diagram, 
SID, is used as an entry level, from which 
increasing levels of detail are revealed 

This diagram contains icons that represent 
communications equipment. The applicant can 
drag or drop these icons to any location on the 
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Smart Interface Diagram Data Entry 

computer screen. All possible transmissions 
and/or receiver modes for that equipment are 
revealed when the applicant clicks on the 
corresponding icon. Lines are used to link each 
transmitter to its intended receiver. An arrow at 
the end of each line depicts the flow of 
communication from the transmitter to the 
receiver. When the applicant clicks on the line, 
all the possible transmission and receiver modes 
are revealed that are actually used for a 
particular transmitter/receiver pair. More than 
one communications mode can be specified for 
a link.[2] 

Thus, entry and display of complex spectrum 
certification data is simplified: the applicant 
simply specifies the communication links and 
network/system configurations, and is then 
prompted for a minimum of information based 
on previous data entered. 

The applicant enters the modes of operation that 
the equipment is designed to use. This 
information consists of power, frequency, 
emission bandwidth, and modulation codes. 
This information can be used to establish link 
information that specifically details which of the 
modes the equipment will be using, such as a 
particular frequency or frequency band, power, 
emission bandwidth, and modulation codes. A 
piece of equipment could use 10 different mode 

combinations, but the applicant is only 
identifying the use of a subset of the modes. 

When the application is forwarded for 
certification, officials examine the link 
information and determine if the application can 
be accepted. The certification officials may 
impose some constraints for use of the 
equipment such as a reduced power, or deny a 
particular modulation code, or restrict the 
equipment to a particular location. This 
information is then stored in the data record as 
the certified data. This information is critical 
since the equipment could be operating at a 
reduced capability to be certified. 

The database is being designed to support 
automated interference analysis algorithms. 
Each data element has a unique field in the 
database. The database will also have structured 
data fields that will hold the data containing 
limitations or restrictions placed on the system. 

The EL_SID (database and user interfaces) will 
collect and store all the technical data (and 
operational relationships between this data) that 
accurately describe the system and any 
restrictions or deployment restraints placed on 
this system. This data can then be accessed by 
automated interference frequency analysis 
routines. 

The EL_SID is efficient for obtaining large 
amounts of data. The system has a sophisticated 
interface design that will prompt the applicant 
for the necessary data elements that apply to his 
particular system and will not prompt him to 
supply data elements that are not used for his 
particular system. The user is provided a 
method of showing the relationship data 
information that only requires a point and click 
with the mouse from a provided list of possible 
relationships. 

FREQUENCY ASSIGNMENTS VIA 
THE SMART INTERFACE DIAGRAM 

In an era of diminishing spectrum resources and 
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increasing demands, using the most accurate 
information is critical. During the frequency 
assignment process, a mathematical algorithm is 
used to select suitable frequencies to assign a 
request. In the past, the equipment parameters 
used were derived from the DD Form 1494. 
This information now reflects the equipment 
characteristics the system actually has been 
approved to use. 

Using the ELSID interface, applicants will be 
able to enter the most accurate operational 
characteristics in order to model the 
environment and to perform a more precise 
EMC analysis, rather than an analysis based on 
"worst case" conditions such as , the highest 
power or highest antenna gain, the widest 
emission bandwidth, or most sensitive receiver 
sensitivity. This new interface will enhance the 
every stage of the spectrum certification process. 

REFERENCES 

[1] NTIA Manual of Regulations and 
Procedures for Federal Radio 
Frequency Management, NTIA, 
Washington, DC, 1995. 

[2] NTIA memo, subject: The Smart 
Interface Diagram Approach to 
Frequency Management, June 1996. 
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PAPER TITLE    :        Paper 2 - Spectrum Certification - The First 
Step 

AUTHOR :        S. Green, C. Scammon 

NAME :        M. Elliott 

QUESTION 

How will users have access to the new system and will the US Frequency 
Management Offices around the world be able to access the database to support 
their frequency assignment activities. 

ANSWER 

The new system will be a stand-alone system available through the US Federal 
Government. Possible sources in the future could include a web site. 

US frequency managers will have access to the database. 

NAME :        D. Jaeger 

QUESTION 

1. Is there any feed-back procedure about practical problems (if they exist) after 
a certification process? 

2. Are possible inter-modulation effects and harmonics, which can not be 
suppressed to zero, considered in the frequency certification process, too? 

ANSWER 

1. Practical problems may be reported back to the Certification agency. 
Problems which exist may also be reported back to the agency in charge of 
the frequency assignment. 

2. The NTIA manual lists the rules and regulations for each band of operation. 
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PAPER TITLE Paper 2 - Spectrum Certification - The First 
Step 

AUTHOR :        S. Green, C. Scammon 

NAME :        G. Wyman 

QUESTION 

How do you map the information contained in the database to constraints applicable 
to the assignment algorithm? 

ANSWER 

Each critical parameter is given a discrete entry in the database. These parameters 
are addressable by automated frequency assignment routines. 

NAME :        D. Jaeger 

QUESTION 

Is there any co-ordination between the output power of a e.g. radio transmitter and 
the EM-environment defined as a certification environment for commercial aircraft? 

ANSWER 

The spectrum certification process gives the approval to operate. Enforcement of 
the correct operation is the function of a different group. 
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PAPER TITLE    :        Paper 2 - Spectrum Certification - The First 
Step 

AUTHOR :        S. Green. C. Scammon 

NAME K.S. Kho 

QUESTION 

1. The spectrum Certification System is implemented with JSMS. Is this also the 
system implemented in the US Navy ASPECTS programme? 

2. We are familiar with the form 1494. What other parameters are added to the 
parameters in this form 1494. Do we need it? If yes, do we have the 
manpower to process it? 

ANSWER 

1. ASPECTS has a certification system but it is not the system implemented in 
JSMSw The JSMSw produces the DD 1494 which is the official form for the 
Spectrum certification requests. 

2. Additional parameters will be used to describe the emerging technologies (i.e. 
Spread Spectrum, Frequency Hopping). 
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SPECTRUM MANAGEMENT 
USING JSMSw 

Thomas C. Hensler 
Joint Spectrum Center/IIT Research Institute 

185 Admiral Cochrane Dr 
Annapolis, Maryland 21401 USA 

ABSTRACT 

The Joint Spectrum Management System for 
Windows (JSMSW) is a set of frequency 
management tools that runs on a personal 
computer. JSMSW provides the spectrum 
manager with the capability to create assignment 
proposals, edit them and perform validation 
checking of the proposal. The user then uses 
JSMSW to format the proposal for transmission 
to the US National Authority for approval. 
Other tools included are an interference 
reporting capability and an allotment plan 
generator which enables users to define the 
frequency resources for the frequency 
nomination capability. 

This paper focuses on the eight discrete steps 
performed during the JSMSW frequency 
nomination process. These steps are to: specify 
the parameters, select the environment records, 
create analysis records, cull environmental 
records not likely to interfere or to be subject to 
interference from the proposal, compute 
received interference power and system noise 
power levels, determine interference-free 
frequencies, and, then last, rank the proposed 
frequencies. 

BACKGROUND 

The original automated Joint Spectrum 
Management System (JSMS) was developed for 
the US Department of Defense (DoD) by the 
Sentel Corporation in 1992. IITRI converted the 
DOS version of JSMS to Windows and now the 
program is referred to as JSMS for Windows 
(JSMSW). A number of JSMS# versions have 
been released in recent years; the latest being 

Version 3.0 which was released at the end of 
FY98. Version 3.0 is a year-2000 compliant 
software system that can be used on Windows 
3.1, Windows95/98 or Windows NT systems on 
PC platforms. JSMSW is written primarily in 
FoxPro, but also contains C, Visual Basic, 
FORTRAN, and CLIPS code. 

In recent years, the United States National 
Telecommunications and Information 
Administration (NTIA) has joined forces with 
the DoD Joint Spectrum Center (JSC) to create 
a system that can be used by both US federal 
government and DoD organizations. Thus, 
JSMSW can be used by any organization that is 
required to forward frequency assignments and 
proposals for approval and subsequent entry into 
the US Government Master File (GMF). The 
JSMSW editor is tailored to "type of user," so 
users can work in either the DoD Standard 
Frequency Action Format (SFAF) or the GMF 
mode. There are approximately 700 copies of 
JSMSW being distributed to DoD and Federal 
users. 

JSMSW is designed to provide user assistance in 
the spectrum certification and frequency 
assignment portions of spectrum management. 
JSMSW contains modules to assist in creating 
frequency assignment and spectrum certification 
applications, assignment proposal editing and 
validation, and the analysis of the spectrum 
environment to identify available frequency 
channels and potential interference problems. 
JSMSW can be used to nominate frequencies and 
to rank them based on efficient spectrum use. 
The applicants frequency assignment proposals 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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can be formatted for submission to the NTIA 
Frequency Management and Records System 
(FMRS). 

SYSTEM DESCRIPTION 

JSMSW consists of 10 major modules listed and 
briefly described below. 

1. Frequency Assignment (FA) - This 
module is used to view, create, edit, 
import and export assignments and 
proposals. This module also 
includes the capabilities to nominate 
candidate frequencies for proposals 
and to validate the proposal data 
before submission into the FMRS. 

2. Spectrum Certification - This 
module is used to create applications 
for electronic equipment 
certification. A package of analysis 
tools is included in this module. 

3. Joint Restricted Frequency List 
(JRFL) Editor - This module is 
used only by DoD personnel to enter 
frequencies that will be considered 
in interference and Electronic 
Warfare (EW) analyses. The 
capability to enter Communications- 
Electronics Operating Instructions 
(CEOI) frequency data is included in 
this module. 

4. Interference Report - This module 
is used to document interference 
problems. These can then be 
electronically submitted later for 
resolution. 

5. Interference Analysis - This 
module, which uses the same 
algorithms as the FA module, can be 
used to analyze a specific 
interference situation. 

used to analyze situations where 
electronic frequency jammers can be 
used. 

7. Engineering Tools - This module is 
a collection of analysis tools that 
include: a link analysis capability 
with a plot of the terrain between the 
transmitter and receiver, an HF 
analysis capability, coverage plots 
that include power-density 
calculations with overlaid feature 
data (e.g., roads and airports), a 
capability to calculate satellite look 
angles, a spectrum occupancy 
plotting capability, and a coordinate 
conversion capability. Within this 
module there is also a direct link to 
NTIA's Minicomputer System 
Analysis Models (MSAM) that 
contains a number of additional 
analysis capabilities, such as 
propagation models and an 
intermodulation analysis model. 

8. Allotment Plan Generator - This 
module is used to develop frequency 
plans to be used for deployments. 
Pre-set allotment plans are included 
from Chapter 4 of the NTIA 
Manual'. In addition to the pre-set 
plans, users can enter allotment 
plans that can be used in the 
frequency nomination process to 
specify the candidate frequencies 
available for assignment. A 
frequency scheduler, included in this 
module, can be used by a base 
frequency coordinator to assign 
frequency use on a daily basis. 

9. System Manager - This module 
contains utilities to update standard 
tables and to perform general 
housekeeping tasks, e.g., file 
maintenance. 

6.   EW Deconfliction - This module is 10. Compliance - This module is used 
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to validate assignments as is done in the FA 
module. This stand-alone capability is identical 
to the FA module, but the assignment data does 
not have to be in the JSMSW database. 

The paper focuses primarily on the Frequency 
Assignment module and the interference 
analysis performed during the nomination 
process. 

THE JSMSW FREQUENCY NOMINATION 
PROCESS 

The JSMSW nomination process is performed 
via the eight discrete steps listed below. 

Step 1 - Specify parameters for the 
proposal to be assigned. 

Step 2 - Select potential interferer/victim 
assignments from the environment database. 

Step 3 - Create analysis records for the 
assignments (see Step 2 above). 

Step 4 - Cull potential interferer/victim 
records. 

Step 5 - Compute the received 
interference power level. 

Step 6 - Compute the system noise 
power level. 

Step 7 - Determine the predicted 
interference-free frequencies. 

Step 8 - Rank the frequencies (see Step 
7 above). 

A detailed discussion of these eight steps 
(described in Reference 2) follows. 

Step 1 - Specify Parameters 

The user must provide the following parameters 
(data elements) for the proposal to be assigned: 
latitude and longitude, power, antenna gain, 
antenna azimuth, antenna polarization, antenna 
height, emission designator and radius of 
mobility. JSMSW is designed to use default 
values for all of the above data elements except 
latitude and longitude. The default values 
specified in JSMSW are a function of frequency 
and representative of the values found in the 

environment. 

The user must also specify the range of 
candidate frequencies to be tested and either the 
equipment-tuning increment or the 
channelization for the frequency band. Using 
JSMSW, the user can use either the world-wide 
allocation tables or an allotment plan to specify 
the candidate frequencies. 

Step 2 - Select Environment Records 

After the user has provided the necessary 
parameters, JSMSW selects for possible 
interferer transmitter and victim receivers, 
relative to the proposed transmitter and receiver, 
based on the range of the candidate frequencies. 
The collection of environment records include a 
wider range of frequencies than the range of 
candidate frequencies to ensure that wide 
bandwidth transmitters, e.g., television stations, 
are included in the analysis. 

Step 3 - Create Analysis Records 

For each environmental record selected (see 
Step 2), one or more transmitter and receiver 
analysis records are created. The general rule is 
that a transmitter analysis record is created for 
each instance of station class (the type of 
assignment, e.g., fixed, mobile) power, and 
emission. Similarly, a receiver analysis record 
is created for each receiver defined by the 
environment record. JSMSW creates the analysis 
records the first time an interference analysis is 
performed for a given frequency range. This 
procedure reduces execution time for subsequent 
analyses. 

Step 4 - Cull Environment Records 

JSMSW eliminates records from the analysis 
environmental records as soon as it can be 
determined that no potential interference 
situation exists. Thus, record culling occurs a 
number of times in an effort to minimize 
execution time. The first cull (described in Step 
2) is based on frequency.   The second cull, 
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performed during this step, Step 4, is based on a 
radio line-of-sight calculation that uses the 
standard 4/3 earth radio horizon formula, dcu„, in 
km: 

Qriill     — 
■»cull 1.609 [(2hTx)

05 + (2hcul,n 
(Equation 1) 

where 

hTx = height of proposed station antenna, 
in feet 

hcull = cull height of environmental 
station antenna. 

JSMSW uses a default value of 30,000 feet (9144 
meters) for hcul], which would include most 
aircraft. Thus, any environmental record more 
than dcull from the proposed system would be 
eliminated from further analysis. 

The next cull performed is based on a free-space 
pathloss     calculation. A     preliminary 
interference-to-noise ratio (I/N) calculation is 
made, ignoring frequency-dependent rejection 
(FDR), and the result is compared to the I/N 
threshold value. If the result is less than the 
threshold, the environmental record would be 
eliminated from further analysis. 

Step 5 - Compute Received Interference 
Power Level 

The received interference power I, in dBW, 
within the victim receiver passband from an 
interfering source transmitter, is calculated 
using: 

I = 101og(PT) + GT 

Lp - LP0L - FDR 
LCT + GR - LCR - 

(Equation 2) 

where 

PT  =  interference source transmitter 
power, in watts 

GT =   interference source antenna gain 

in the direction of the receiving 
antenna, in dBi 

GR = victim receiver antenna gain in 
the direction of the interference 
source antenna, in dBi 

LrT = cable/insertion    loss    of   the 
transmitter system, in dB 

LCR = cable/insertion    loss    of   the 
receiver system, in dB 

LP   = propagation path loss, in dB 

LP0L= antenna polarization mismatch 
loss, in dB 

FDR ^frequency-dependent rejection, in 
dB 

A description of the calculation/specification of 
each term in Equation 2 is given in the 
paragraphs that follow. 

Transmitter Power (PT) 

The transmitter power, PT, is either accessed 
directly from the environmental database for 
existing systems or provided by the user for the 
proposed system. User-controlled default values 
for the transmit power, based on frequency 
band, are used in the event that the data field is 
empty. 

Antenna Coupling (GT + GR) 

The antenna coupling between the interfering 
transmitter and the victim receiver is computed 
using: 

1. The mainbeam gains and azimuth 
orientations of the two antennas, 
which are available from the 
environmental database or proposal 
record. Default values for antenna 
gains are used in the event the data 
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field is empty. 

2. The relative orientation of the 
transmitter and receiver antennas, 
which is computed using transmitter 
and receiver antenna coordinates 
from the environmental database or 
proposal record. 

3. Statistical antenna-gain algorithms 
included within the model, which 
give the antenna gain as a function 
of off-axis angle for a given 
mainbeam antenna gain. 

Note that if the transmitter system is mobile, the 
antenna coupling GT, is the peak gain for that 
system; similarly, if the receiver system is 
mobile, the antenna coupling GR is the peak gain 
for that system. 

Figure 1 is an example of a transmitter/receiver 
configuration. The antenna azimuth angles, 0, 
and 62, are specified with respect to true north. 
First, the orientation angle, 4>, of the receiver 
relative to the transmitter is computed. JSMSW 

uses an approximation rather than the rigorous 
definition for a spherical surface in order to 
minimize execution time. 

* orientation angle, in radians 

Note that the actual algorithm for calculating (J) 
is somewhat more complicated than that in 
Equation (5) since the actual algorithm must be 
applicable in all four quadrants and must 
account for the longitudinal coordinate 
discontinuity at the international dateline (i.e., 
the international dateline is +180 degrees 
longitude when approached from the western 
hemisphere and -180 degrees longitude when 
approached from the eastern hemisphere). 

This approximation, which includes a 
correction to account for the fact that the equator 
is the only closed locus of points at a constant 
latitude that is a great circle, will provide an 
azimuth estimation error of less than one degree 
for systems separated by 300 km in the mid- 
latitudes. 

The distance d, in km, between the two sites is 
computed using: 

d = 6378[ALAT
2 + ALONT

2 

(Equation 6) 

Specifically, 

ALAT = TLAT-RLAT (Equation 3) 

ALON = K, (TL0N - RL0N) (Equation 4) 

<j>      = arctan (AL0N/ALAT) - K2 (TL0N- 
RLON) (Equation 5) 

where 

transmitter latitude, in radians 
receiver latitude, in radians 

TLON 
= transmitter longitude, in 
radians 

RLON    
= receiver longitude, in radians 

K,       = [cos(TLAT)cos(RLAT)]°-5 

K2        = (TLAT + RLAT) /2 

XLAT 

RLAT 
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Figure 1. Example Transmitter/Receiver Geographic Configuration. 
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The off-axis angle to the receiver relative to the 
mainbeam antenna azimuth angle of the 
transmitter is given by: 

off-axis = Max (cj), 6,) - Min ((j), 0,) 
(Equation 7) 

where the Min and Max operators give the 
minimum and maximum, respectively, of the 
elements of the argument. Using this angle and 
the mainbeam antenna gain of the transmitting 
antenna, the gain of the transmitter in the 
direction of the receiver is calculated using one 
of two statistical algorithms. One is used for 
antennas with a mainbeam gain ranging from 0 
to 9 dBi. Another is used for antennas with 
mainbeam gains greater than 9 dBi. If the 
azimuth orientation field is empty, the 
mainbeam gain is used for all azimuth angles. 

This entire process is then repeated after 
interchanging the coordinates of the transmitter 
and the receiver to compute the gain of the 
receiving antenna in the direction of the 
transmitting antenna. The two off-axis gain 
values are then summed to get the antenna 
coupling, GT + GR. 

Polarization Mismatch Loss (LPOL) 

Polarization mismatch loss is only calculated if 
the victim or interferer is in the mainbeam of the 
interferer or victim, respectively. 

Table 1 provides a listing of the antenna 
polarization cases implemented within JSMSW, 
along with their respective designator code. 
Table 2 gives the polarization mismatch loss 
that is used for all combinations of polarization. 

Table 1.   Antenna Polarization Cases and 
Designators 

Antenna Polarization Designator 
Configuration/Code 

Rotating D 
Elliptical E 
45-degrees F 
Fixed Horizontal H 
Linear J 
Left-hand circular L 
Right-hand circular R 
Horizontal and Vertical S 
Right-and Left-hand Circular T 
Fixed Vertical (Default Value) V 

Table 2. Polarization Mismatch Loss 

v t ; 

F  I ^^^^ i 
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Cable Insertion Loss (LCT) & (LCR) 

Both the transmitter and receiver cable insertion 
losses are set to 2.0 dB. 

Propagation Pathloss 

In general, the JSMSW uses TIREM, a spherical 
earth model (SEM), or free-space propagation to 
compute the propagation pathloss. TIREM, 
which is supported by a built-in terrain database, 
is employed for all path-loss calculations in the 
1-MHz to 20-GHz frequency range, provided 
that terrain data is available. The TIREM model 
is automatically replaced by the SEM during an 
analysis if a radius of operation is associated 
with the transmitter and/or receiver station or if 
the terrain data needed is unavailable The free- 
space propagation formula is used outside the 
1-MHz to 20-GHz range. 

Step 6 - Compute System Noise Power Level 

The system noise power includes external 
environmental noise, transmission line noise, 
and internal receiver noise. A standard method 
of computing the total system noise power is to 
find the equivalent system noise temperature, 
TSYS, which is equal to the noise temperature of 
the antenna, T^T, plus the noise temperature of 
the receiver, TR. TANT accounts for both external 
environmental and transmission line noise). The 
total receiver system noise power N, in dBW, is 
then given by: 

N=     101og(kTSYSB) 
(Equation 8) 

where k = 1.38 x 10" J/K (Boltzman's 
constant), TSYS = TANT + TR, in Kelvin, and B is 
equal to receiver bandwidth, in Hz. The latter 
can be effectively represented by the receiver 
3-dB bandwidth in most cases, which is set 
equal to the necessary bandwidth contained in 
the emission designator since the receiver 3-dB 
bandwidth information is not available in the 
current database. 

The receiver noise temperature, TR, is calculated 
using the standard formula: 

TR =   To(10<F/10>-l) 
(Equation 9) 

where T0 = 290 K, and F is the receiver noise 
figure in dB. The latter is automatically 
assigned based on the emission designator and 
the frequency of operation. 

The antenna noise temperature, TANT, is given 
by: 

TANT 
= [290(LCR - 1) + TEVMT]/LCR 

(Equation 10) 

where LCR is equal to the receiver cable loss 
factor (dimensionless), and TEVMT is the external 
environmental noise temperature. The latter is 
determined using 

LEVMT {KF EVMT 
-204)/10 }/k 

(Equation 11) 

where NEVMT is the frequency-dependent 
environmental noise level, which can be 
represented as a set of piece-wise continuous 
functions as shown in Figure 2. The curves, 
derived from ITU-R study group 
recommendations, represent measured data for 
the worst times/worst locations (Noisy/Urban), 
best times/best locations (Quiet/Rural), and a 
median range (Average/Suburban). These 
composite curves account for atmospheric 
(lightning), man-made (urban, suburban, and 
rural), and galactic noise sources. The user may 
select which curve is used by JSMSW, with the 
default being Median. 
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Figure 2.   External Environmental Noise 
Level, NEVMT, as a Function of Frequency 

Step 7 - Determine Predicted Interference- 
Free Frequencies 

At this point in the analysis, all terms in 
Equation 2 have been computed except the 
FDR. But prior to calculating FDR, the I/N 
must be compared to the I/N threshold value. If 
the I/N is less than the threshold, the 
environment record would be eliminated from 
further analysis and hence discarded as a 
possible source, or victim, of interference. 

Frequency-Dependent Rejection (FDR) 

The FDR accounts for the potential interference 
power reduction due to the filtering effect of the 
victim receiver selectivity on the interfering 
transmitter emissions (e.g., adjacent-channel or 
wideband-cochannel interference). 

The FDR is computed by piece-wise integration 
of the product of the transmitter emission 
spectrum and the receiver selectivity. 

Transmitter emission spectra are represented by 
the emission masks specified in Chapter 5 of the 
NTIA    Manual    (Reference     1). This 
representation renders a conservative 
interference analysis since the actual emissions 
are contained within the mask to meet spectrum 
standards. 

Station class, transmitter frequency, emission 
designator (bandwidth and modulation), and 
transmitter power data from the environmental 
database or the proposal record are used to 
automatically select the appropriate emission 
mask. In the event that the emission designator 
data field is empty, default values are used. The 
mask selection algorithm was derived from 
Chapters 5 and 6 of the NTIA Manual. 

Receiver Selectivity Representation 

Receiver selectivity is modeled as a bandpass 
filter with the unity gain pass band set equal to 
the necessary bandwidth contained in the 
emission designator of the station record, which 
is typically the 20 to 30 dB emission bandwidth. 
This is somewhat conservative, but there is no 
other bandwidth data available in the 
environmental database. The selectivity roll-off 
slope employed is based on the emission 
designator and frequency of operation. Default 
slope values are automatically selected for 
different emission types and frequency ranges. 

Calculation of FDR 

The received power is computed by piecewise 
integration of the product of the power spectral 
density (PSD) at the receiver input and receiver 
selectivity. Specifically, the product is 
partitioned into regions where each of the two 
curves has a constant slope in dB/Hz for that 
section. The equations for both line segments 
are then added; this is equivalent to taking the 
product of the two functions when they are 
expressed in conventional units.   The closed- 
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form integral of the sum is then used to give the 
received power for that segment. The integral is 
easily evaluated since the roll-off is modeled as 
linear-in-frequency. When viewed on semi-log 
paper, the linear-in-frequency roll-off is convex 
about a logarithmic roll-off curve. The received 
power is thus greater for a linear roll-off as 
compared to a logarithmic roll-off. 

The FDR algorithm is used in an iterative 
process in order to determine the frequency 
offset (delta-F) required to ensure an 
interference-free operation. As each new FDR 
value is computed, the I/N is calculated and 
subsequently compared to the I/N threshold 
value. As soon as the threshold has been met, 
the process stops and the delta-F value is then 
used as a guardband around the environmental 
record's frequency. Thus, use of some of the 
subband of the candidate frequency range is 
denied due to the potential interference related 
to the environmental record being analyzed. 

Step 8 - Rank the Interference-Free 
Frequencies 

For each frequency that meets the criteria, i.e., 
tuning increment, allocation or allotment plan 
constraints, and the I/N threshold, a rank is 
determined. The ranking criterion is that the 
most constrained frequency should be the first 
one recommended for assignment. The 
acceptable frequencies are ranked initially by 
reuse, i.e., the frequency with the most 
assignments is ranked first. If the reuse values 
are equal, the edge number is used. Each 
nominated frequency is given an edge number 
of zero, one, or two that indicates the constraints 
relative to using adjacent frequencies as shown 
in Figure 3, where channels 3, 8, and 11 
represent nominated frequencies with edge 
numbers of 0, 1, and 2, respectively. Those 
frequencies with equal reuse numbers are then 
ranked in descending order of edge number in 
order to rank frequencies near the edges of 
occupied spectrum, higher than those 
frequencies in the center of assignment-free 
spectrum. 

When each of the eight steps have been 
completed, the frequency assigner can assign 
frequencies to proposals and then submit the 
proposals for the appropriate national-approval 
process. A nomination analysis results screen is 
shown as Figure 4. 
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Candidate Frequencies 

Figure 3. Candidate Frequencies with Count of 
Existing Assignments 
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PAPER TITLE Paper 3 - Spectrum Management Using 
JSMSw 

AUTHOR :        T. Hensler 

NAME K.S. Kho 

QUESTION 

How flexible is the assignment regime? Is it capable to assign all systems working 
in the band you mentioned. Could it assign for instance A/G/A frequencies? 

ANSWER 

JSMSw is flexible, however, it is best for ground-to-ground assignments. A possible 
future enhancement would be to permit users to select the type of intersite analysis 
to be performed. JSMSw is modular and it would be possible to tailor the analysis to 
the frequency band and user. 
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PAPER TITLE Paper 3 - Spectrum Management Using 
JSMSw 

AUTHOR :        T. Hensler 

NAME :        M. Elliott 

QUESTION 

In order to perform interference analysis on a frequency proposal calculation, it is 
obviously necessary to have a background database of existing assignments. Could 
you please describe how such data can be entered into the JSMSw tool? 

ANSWER 

All data entered in JSMSw is via vertical SFAF. We have a conversion programme 
for GMF data and could write conversion routines for other data formats, e.g. NATO 
14. Point. The JSC provides CD ROMs containing FRRS, FCC and ITU data with 
routines for record selection into SFAF files for import into JSMSw. 

NAME :        D. Jaeger 

QUESTION 

Is there any reason for limitation of the programme just at 1GHz? Many problems in 
the aircraft business will start in the frequency band just above. 

ANSWER 

There is no limit at 1 GHz. In the US, the most used frequencies are between 30 
MHz and 1GHz. The algorithm is valid for frequencies from 2 MHz to 20 GHz. 
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HF FREQUENCIES - SHARING AMONG NATO COUNTRIES 

M. Proia 
G. Maviglia 

ELMER S.p.A 
Viale dell'Industria 4 

00040 Pomezia (Rome) Italy 

SUMMARY 

In this paper, an efficient use of HF frequencies (2MHz to 
30MHz) is investigated to establish radiocommunication 
between moving platforms operating in a given area and 
ground-based fixed stations suitably located to provide 
effective coverage of the area. 

In the first part of this paper, the use of the HF spectrum 
(2MHz to 30MHz) as a primary communication resource is 
justified, taking into consideration that the constraints 
associated with ionospheric propagation and spectrum 
congestion require efficient use of the available frequencies. 

These constraints may produce degradation in the skyway 
links. 

Considering the problem of communication between mobile 
units and ground-fixed stations in a NATO environment, the 
following part of the paper contains a description of the basic 
concepts followed by the ELMER engineering activity in the 
development of an HF radio communication system intended 
to allow any mobile unit to establish a link with at least one 
ground station within a predefined pool. 
This is achieved through mapping of the communication area 
by ground stations suitably located, combined with an 
efficient frequency management. 

An application is described in which the system concept is 
validated of the Mediterranean area. 

It should be understood, however, that the results of the 
investigation can be validated for any other area, with some 
modifications, if any. 

LIST OF SYMBOLS 

HF High Frequency 
NATO North Atlantic Treaty Organisation 
BLOS Beyond Line Of Sight 
UHF Ultra High Frequency 
SHF Super High Frequency 
ALE Automatic Link Establishment 
RF Radio Frequency 
LUF Lowest Usable Frequency 
MUF Maximum Usable Frequency 
OWF Optimum Working Frequency 
ASAPS Advanced Stand Alone Prediction System 
GPS Global Positioning System 
TDMA Time Division Multiple Access 

1. HF VS SATELLITE COMMUNICATION 

Until the advent of satellite communication, the HF channel 
has practically been the only resource available to establish 
point-to-point links of the BLOS type (Beyond Line Of Sight) 
and it is still extensively used as a primary means of 
communication to meet the requirements of military and civil 
Agencies of many Countries all over the world. 

In line with the main area of interest and operational 
experience of the ELMER Company, this paper is focused on 
military communication requirements, even though the 
concepts from which the system architecture is derived are 
equally applicable to civil applications. 
In order to put into the correct perspective the use of the HF 
channel as a medium/long range communication support, a 
brief comparison is given below between the HF and the 
satellite channels operating in the UHF and SHF bands. 

Both channels are capable of supporting long-distance 
communication between moving platforms and ground 
stations in a variety of services ranging from repetitive 
broadcasts of simple texts on teletype to secure digital 
voice/data. 

As a general consideration, satellites are vulnerable and this is 
a major issue in maintaining HF as a primary resource rather 
than a backup for military applications. 
Furthermore, the implementation of satellite communication 
facilities onboard moving platforms (aircraft in particular), 
poses a number of technical and economical problems, such 

♦ Acquisition of new, dedicated radio equipment to be 
added to the communication resources already existing 
onboard the platform. 
This has an economical impact common to all the installations 
and a technical impact for the small platforms, in particular 
light mobile unit, in which additional weight and installation 
complexity are to be avoided as much as possible. 

♦ Use of high-gain, steerable antennas for satellite tracking. 
Again, this problem assumes particular relevance for high- 
dynamics platforms, in particular aircraft. 

♦ Overhead costs associated with the use of a satellite 
channel. 
These disadvantages are compensated by the fact that satellite 
communication has a high level of reliability, since the links 
are "line-of-sight" and largely immune to changes in the 
physical parameters of the propagation channel. 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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On the other hand, use of the IIF band for long-range 
communication is the traditional approach which combines 
cost effectiveness with ease of implementation as a result of: 

free access to the communication channel 
use of radio equipment currently available onboard 
aircraft and ship 
simple installation 
low procurement cost when compared with other types of 
long-range communication systems. 

These advantages are accompanied by some traditional 
constraints related to ionospheric propagation, spectrum 
congestion, the intrinsic low capacity of the HF channel when 
compared with other communication channels and the need of 
user expertise in the operation of manually controlled 
systems. 

In these recent years, however, a number of significant 
technological advancements have been implemented in the 
HF communication systems, among them the ALE 
(Automatic Link Establishment) procedures, which 
automatically select the best frequency for the channel 
conditions. 

In many countries, HF systems are still the backbone of 
long/medium range military and civil communications , 
primarily to support ship-shore ship and ground-air-ground 
links. 

HF systems are also used within public telephone networks to 
extend coverage to remote areas in which use of the VHF and 
UHF frequencies is precluded by unfavourable siting 
conditions. 

2. FREQUENCY PREDICTIONS 

Long-distance communications over the HF channel take 
avail of RF frequency predictions derived from probing of 
the ionosphere parameters and modelling of the complex 
phenomena involved in ionospheric propagation. 

Data on the physical conditions of the ionosphere are 
obtained by probing with RF pulses transmitted and received 
by ground stations or direct measurements made on the 
ionosphere layers by instrumentation installed onboard 
rockets. 
RF frequency predictions based on probing and modelling of 
the ionosphere are available from scientific institutions all 
over the world. 
These predictions are currently used in the preparation of 
frequency plans and in the assignment of frequencies 
intended to support communication over a given area. 

The predictions indicate that for each link there is a 
Maximum Usable Frequency (MUF) and a Lowest Usable 
Frequency (LUF) which define the band of usable 
frequencies. In this band, an Optimum Working Frequency 
(OWF) is also identified. Typically, OWF = 0.9 MUF. 

The predicted values of the MUF, LUF and OWF frequencies 
change in a "regular" way due to the "regular" variations of 

the ionospheric parameters over the day. the year and the 
11-year sunspot cycle. 

Consequently, the communicator will select, among the 
assigned pool, one frequency that is expected to be suitable to 
support the desired link at the given time. 

However, unpredictable changes may occur, caused by 
unpredictable perturbations of the ionosphere, which could 
preclude use of the frequency selected for the link. 

3. THE HF CHANNEL: THE PROBLEMS AND THE 
POTENTIAL SOLUTION 

As previously anticipated, in the use of HF frequencies 
(2MHz to 30MHz) for radio communication over 
long/medium distance links, the system designer must face 
problems related to the characteristics of ionospheric 
propagation and to spectrum congestion. 

The behaviour of the HF channel as a communication 
resource can be summarised in the following points: 

a) The practically unlimited access to the HF band by a large 
number of users and the long-range propagation 
characteristics of the HF frequencies create spectrum 
congestion, which reduces the number of usable 
frequencies. 

b) Due to the physical phenomena associated with skywave 
propagation over the HF channel, the frequency capable 
of supporting a given link depends on the link distance 
and on the seasonal/ monthly /daily variations of the 
propagation parameters. 
More specifically, assuming single-hop propagation, one 
frequency is capable of supporting communication only 
over a certain distance range or area at a certain time. 

c) The establishment of a link depends both on the 
conditions of the ionosphere and the operative parameters 
of the system; in particular, the RF power of the 
transmitter and the efficiency of the radiation system. This 
last parameter depends on the ratio of the physical 
dimensions of the radiation system to the wavelength (of 
the RF signal). 

d) After a link has been established, sudden changes may 
occur in the parameters of HF propagation, mostly at 
dawn and sunset, such to produce an intolerable 
degradation and possibly complete loss of 
communication. 

In this situation, link re-establishment is attempted by 
switching to another frequency, if available. 

The choice of the correct frequency capable of supporting a 
given link depends on the distance between the two 
correspondents, their geographical locations, and the time- 
variable conditions of the ionospheric layers. 

Assuming single-hop conditions, ionospheric propagation 
shows a selective behaviour in frequency for a fixed distance 
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and vice versa a selective behaviour in distance for a fixed 
frequency. 
This implies that a specific frequency (or more generally a 
restricted set of frequencies) be used to support 
communication over a given distance at a given time and, 
conversely, only a certain distance can be covered by using ; 
specific frequency. 

This concept is illustrated in the following Figures l.a and 
l.b. 
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Figure 1.a: This Figure shows the selective behaviour in 
frequency for a fixed distance (2000 Km). 
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Figure l.b: This Figure shows the selective behaviour in 
distance for a fixed frequency (7.0 MHz). 

Even though the correct frequency is used, unpredictable 
changes may occur in the parameters of HF propagation such 
to produce an intolerable degradation and possibly complete 
loss of communication with the desired correspondent. 

In a scenario of communication between mobile units and 
ground stations, the mobile unit may not be capable of 
establishing a link with the designated station. The approach 
followed in the system described in this paper is to allow the 
mobile unit to establish a link with other ground stations, 
acting as intermediaries, if the directly link is not available. 

This concept finds an easy implementation in the NATO 
environment where the ground stations are interconnected 
over existing infrastructures, partly owned by NATO and 
partly by the Nations, using different transmission supports 
(wire, microwave, satellite, etc.). 

In order to enable a mobile unit to link with different ground 
stations, it is necessary to assign to each ground station a 
coverage area with the following criteria: 

♦ The coverage areas of the individual ground stations must 
extended as much as possible over the entire NATO 
territory. 

♦ Overlap of the coverage areas should be maximised. 

4. THE SCENARIO 

HF communications between a mobile unit and ground 
stations over a given area requires that a number of predicted 
frequencies be available, capable of supporting links over 
different distances at different times over the 24 hours. 

It is clear that to increase communication reliability, the 
frequency plan should include the largest number of predicted 
frequencies. The ALE (Automatic Link Establishment) 
function is a typical example of use of a large number of 
frequencies among which the one suitable to support the 
desired link is selected. 
In principle, the ALE technique automatically scans a set of 
frequencies to produce a priority list of frequencies based on 
the quality of the exchanged signal. 

However the HF frequency band is a limited resource and the 
frequency planning activity must therefore face the problem 
of efficient spectrum utilisation, by implementing a 
frequencies sharing scheme. 
As previously anticipated, the NATO area could be covered 
by a number of different ground stations on the NATO 
territory; a good coverage of the complete area and a good 
overlap, can be obtained by using a suitable number of 
ground stations. Each ground stations is associated with a set 
of frequencies which allows connection in the coverage area 
ofthat ground stations. 

In this condition any mobile unit shall be enable to use all the 
sets of frequencies of the ground stations as necessary, 
depending on the sub-area in which the mobile unit is located. 

More specifically the coverage zone of a ground stations is 
defined by its location in the NATO area and its extension. 
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The location is the result of a mapping which assigns to each 
station a coverage distance. The extension of the coverage 
zone depends on the operative parameters of the link (signal 
to noise ratio, probability of success of link. etc.). 

In this situation any mobile unit in the NATO territory is 
enabled to establish a reliable link with at least one ground 
stations. 
The objective of the system designer is to obtain good 
coverage overlap within the constrains of efficient use of the 
spectrum. 

In order to achieve the best compromise is necessary to 
conduct an investigation on the locations of the ground 
stations in the NATO area (existing and future) and a study to 
optimise the assignment of coverage area to such ground 
stations. 

As it concerns system operation, each mobile unit shall be 
assigned a set of frequencies capable of establish link over the 
NATO area. In these conditions the mobile unit will select the 
frequency most suitable to support a link with the available 
ground stations. 

In this scenario the mobile unit, if uncapable of linking with 
desired station, shall be able to establish connection with 
another ground stations which will handle the traffic between 
the mobile unit and final destination using the existing 
infrastructures. 

As an application, a study has been conducted by the 
ELMER system engineering activity on the implementation 
of the described system concept in the Mediterranean area, 
with the use of experimental data on ionospheric propagation 
in support of the concept feasibility. 

The system concept can be validated for the entire NATO 
area by conducting studies and experimentation aimed 
primarily at achieving data on the physical behaviour of the 
ionosphere in non-Mediterranean areas. 

5. THE APPLICATION 

In this paragraph the application is described by indicating 
the principal results. 

The two presentations in Figure 2 are HF frequency 
predictions for a fixed set of values of the link parameters 
(distance, solar activity, transmitter power, signal to noise 
'ratio at the receiver). 
Figure 2.a shows a map of the Mediterranean area with a 
fixed station located in Rome and a set of curves that show 
the skip-distances for the indicated link parameters. The skip- 
distance, relative to a given frequency, is the minimum 
distance at which is possible to establish a radio 
communication at that frequency over the ionospheric 
channel. 
It is important to note that the skip-distance curves for the 
different frequencies are approximately circular with centre 
in the transmitter station. 

In Figure 2.b is defined a zone that represents a geographic 
area covered with ionospheric propagation by a fixed 
transmitter terminal working at fixed frequency of 9MHz. 
The width of the area is defined by the following parameters: 
a preset value of RF power, minimum receiver field, the 
antenna pattern, the time of day. for fixed ionospheric 
conditions. 

Figure 2a: Communication distances and associated 
frequencies showing skip distances for different frequencies, 
for a preset value of RF power at a give time of day. 

Figure 2b: Coverage area for a fixed frequency (9MHz) with a 
preset value of RF power at a given time of day. 

The approximately circular shape of the curves in Figures 2.a 
and 2.b seems to indicate that the composition of the 
ionosphere over the Mediterranean area is quite 
homogeneous. 
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The effect of the ionospheric layer on the impinging radio 
wave can be visualised as a reflection in accordance with the 
law of optics that the angle of arrival is equal to the take-off 
angle. This implies that the same frequency can be used at a 
given time to support links over the same distance, 
irrespective of the geographical coordinates of the two 
correspondents. 

This very important result can be validated by use of the 
software simulation program (ASAPS), which indicates that, 
for the same values of distance, solar activity, and transmitter 
power, the same signal to noise ratio is obtained at the 
receiver for the same link frequency. 

It would be interest to know if the homogeneous composition 
of the ionosphere extends beyond the limits over the 
Mediterranean area. This requires that investigations be 
conducted possibly through NATO teamwork. 

At this point, the problem is to obtain a coverage of the 
desired area with a minimum number of ground stations, each 
provided with a minimum number of frequencies. 

As told before, the trade-off is between efficient coverage and 
spectrum conservation, associated with the cost for the 
implementation of the ground stations. 

The frequency minimisation scheme adopted in the HF 
system described in this paper is based on ionospheric 
observations made by the National Institute of Geophysics in 
Rome (Italy) and a software simulation program (ASAPS). 
The observations also are important to establish the extension 
of the area covered by a fixed station (see Figure 2,b) and to 
demonstrate that a fixed frequency is capable of supporting 
radio communication between the ground station and mobile 
units located on the nearest and most distant points of the 
ring-shaped zone, with a degradation of the signal to noise 
ratio at the receiver not to exceed a fixed value below the 
value at the middle of the zone, as indicated in Figure 3. 

The observations are based on a channel probing 
experimentation conducted to define the coverage of the 
Mediterranean area provided by a ground-based fixed 
stations, under conditions of single-hop ionospheric links via 
E layer or F layer, solar activity: sun spot number of 132 
(0-4-250), transmitter RF power of 400 Watt, signal to noise 
ratio at the receiver >10dB and probability of connection 
>90%. The fixed value of acceptable range of degradation of 
signal to noise ratio is 2dB. 

A selected set of data derived from ionospheric predictions 
is provided in attachment A. 
It is of interest to note that for the same distance, the 
ionospheric and operative characteristics are practically the 
same, regardless of the coordinates of the correspondents. 

On the basis of these considerations, a computer analysis on 
HF propagation in the Mediterranean area has been conducted 
using the ionospheric prediction programs in order to obtain 
frequencies usable for point-to-point links. 

The first step is to set up a system configuration that will 
allow a coverage of the Mediterranean area as uniform as 
possible with a minimum number of ground stations. 

The Mediterranean area is defined as the area extending over 
the 10W to 40E meridians and 30N to 50N parallels. 
The results of the observations made by the ASAPS software 
program and National Institute of Geophysics in Rome, 
suggests a mapping of the coverage area into ring-shaped 
zones centred in the location of each ground-station. 

To obtain a good mapping of the Mediterranean area through 
sub-areas assigned to the different ground-based stations, it is 
reasonable to consider distances 500km and/or 750km and/or 
1000km from the stations. 
The goal is to map the area so that it can be possible from any 
point to establish a link with one (and possibly more) 
ground-station by using the assigned frequencies. 

Ground station 

Figure 3: Representation of a ring-shaped zone and ground 
station. The width of the zone is established by the acceptable 
degradation of signal to noise ratio at the nearest point (A) and 
most distant point (B), with respect to the value at the middle 
point (M). 

Considering the geographical position of the Italian peninsula 
in the Mediterranean, it seems appropriate to think of a 
mapping consisting of annular zones extending into the 
Mediterranean area, centred around ground stations already 
located in appropriate sites along Italy's coastline. 

The concept is to allow any mobile units to establish a link 
with a ground station located at a distance requiring a 
frequency which is the best for ionospheric propagation at 
that time; for example, to establish a reliable link at dawn (i.e. 
at a time when the good frequencies are in the lowest part of 
the HF spectrum) a station located at a longer distance must 
be selected as correspondent. 

This point needs further elaboration. Under fixed propagation 
conditions at a given time, it may happen that the interval of 
frequencies usable to establish a link at a given distance is 
narrow and not adequate to support even small variations of 
the ionosphere parameters. This situation is often encountered 
at dawn and sunset, as indicated in this Figure 4.a. 
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Figure 4.a: The Figure shows the MUF/LUF diagram for a fixed 
propagation conditions and for a fixed distance (250 Km). 

To increase the width of the frequency interval, two 
alternatives are available: 
* increase the RF transmitter power for fixed distance 
* increase the link distance for fixed power 
The increase of RF power is not feasible in most cases and 
consequently the second alternative is to be followed. 
The advantages related to the increase of the link distance are 
visualised in Figure 4.b. 
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Figure 4.b: The Figure shows the Muf/Luf diagram for the same 
propagation conditions of Figure 4.a but for different distance 
(1000 Km). The MUF/LUF diagram is more large than diagram 
of Figure 4.a in particular at dawn and sunset. 

In Figure 5 this concept is visualised in a qualitative manner 
by showing the coverage of a annular zone at a distance of 
500km from a station located on the Adriatic coast of Central 
Italy. By use of a map of Italy, the location of this station can 
be identified in the vicinity of Ancona. 

As a result of computer modelling, a network configuration 
consisting of four stations to be located at Trieste, Ancona, 
Rome and Capo Teulada (Sardinia) has been defined as 
adequate to provide a good coverage of the desired area. 

This configuration of ground-stations shown in Figure 6 is an 
example, specific to the requirements of the Italian Navy; the 
positions of the stations may change in accordance with 
different system and area coverage requirements. 

Figure 5: area covered from the ground-station Ancona with 
distance range of 500km. 

It should be observed that in the coverage area of the 
configuration of Figure 6 there are zones in which a mobile 
unit is able to establish a link with more than one station. This 
is possible because of a multiple coverage of such zones; in 
which it is possible to use more than one frequency to 
establish links with different stations. 

The choice of the frequency to be used among those available 
depends on a number of different factors, among others : 
- the location of the ground station with which the mobile 
unit must establish a link 
- which of the ground stations is not already engaged in a 
link and is therefore available for communication. 

Trieste 

Figure 6: area covered from the ground-stations Ancona, 
Rome, Trieste and Capo Teulada with distance range 
respectively of 500km, 500km, 1000km and 500km. 

After the minimum number of ground stations of the system 
has been established, it is necessary to evaluate the operative 
characteristics of the system. 
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First of all, it is necessary to perform a prediction of the 
optimum frequencies to be included in the frequency plan, 
which will be assigned to the ground stations and mobile 
units. 

In order to know its distance from the ground stations, each 
mobile unit must know its position and this can be achieved 
by use of a GPS (Global Positioning System) receiver; on the 
basis of the GPS information and the list of the assigned 
frequencies, the correspondent station and the frequency 
capable of supporting the link will be identified. 

The frequencies are selected on the basis of data provided by 
the HF propagation prediction programs currently available. 
At hardware level an advantage of the proposed system is that 
the system function can be integrated in a external Applique 
interfaced with conventional HF equipment for both ground 
stations and mobile units. 

This allows adoption of the system by all NATO countries 
with system's costs limited to the procurement of the 
Applique. 

In the following, the major operating functions of the 
Applique are briefly described. 

Connectivity between the mobile units and a subscriber of a 
ground-based communication system can be established by 
connecting the ground stations to a computerised Master 
Station which controls the traffic exchange over the existing 
infrastructures. 
This communication support is necessary because a mobile 
unit must be provided with capabilities to establish a link with 
any ground station . 
Via the infrastructure net it is possible to reach the final 
destination. 
The intermediaries only need to know the routing data 
contained in the overhead of the message in plain format, 
while the information contents of the message can be 
protected by encryption. 

A feasibility study has been conducted on the use of this 
approach in the implementation of an HF ground-air-ground 
communication system over the Mediterranean area, for 
exchange of plain/encrypted voice traffic and mobile unit 
status/position monitoring messages in a digital format. 

As a result of computer modelling, a network configuration 
consisting of four stations to be located at Trieste, Ancona, 
Rome and Capo Teulada has been defined as adequate to 
provide a good coverage of the desired area. 
The Master Station provides : 

• interface to the Public Telephone Network for message 
routing 

• assignment of the frequencies to the four stations and to 
the mobile units 

The frequencies are computed on the basis of data provided 
by the HF propagation prediction programs currently 
available. 

The status/position monitoring messages are automatically 
generated by the mobile unit and include information 

provided by the mobile unit sensors. The mobile unit access 
to the channel for transmission of the monitoring messages is 
by TDMA (Time Division Multiple Access) oriented 
techniques. 
The'time plan', which assigns to each mobile unit the time 
slots in which to establish a link, is an output of a prototype 
software programme currently available; the inputs are the 
number of mobile units, the number of ground stations, the 
contents and length of messages, the characteristics of the 
mobile units (fast or slow in connection with speed), and the 
operative characteristics of the link (type of modulation, type 
of coding, baud rate, etc.). 

This status/positioning monitoring message is processed by a 
dedicated receiver provided in each ground station. This 
receiver is also used to receive any distress messages 
originated'by the mobile units and for this important reason 
operation of the receiver is assigned for maximum 10% of the 
time (6 minutes per hour) for receive the monitoring 
messages. The configuration of the ground station includes: 
* one RX/TX for traffic 
* one RX for monitoring and distress messages. 
As it concerns the mobile unit, a single transceiver is used for 
booth traffic and monitoring/distress messages. 

In addition to the system aspects, the study has also 
considered the impact of this concept on the standard HF 
communication equipment, both ground-based and installed 
onboard the mobile unit. 

The results indicate that all the additional functions required 
can be integrated into an external Applique to the radio 
equipment. 
Consequently, the modifications required in these equipment 
only consist in the addition of a suitable interface for the 
external Applique. 

The feasibility study of an Applique for use in association 
with ELMER HF Transceivers has also been included in the 
study. 
In Figure 7 is indicated the interface of an Applique for 
mobile unit and in Figure 8 the interface of an Applique for 
ground stations. 

A few words to describe the functions of the Applique units. 
The mobile Applique shall calculate the correct frequency for 
the link on the basis of the distance between the mobile unit 
and the ground stations, determined by using GPS 
information. 

Utility          > 

GPS         > 

Messages          ► 

Interface with 
RX/TX-HF (SSB) 

TX signal 

RX signal 

APPLIQUE R OTX-HF (S SB) 

Figure 7: Block diagram of 'mobile system' 
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RX/TX 
signal 

RX signal 

RX/TX-HF (SSB) 

—> Interface with 
infrastructural net 

RX- HF(SSE ) APPLIQUE 

[08]  F. Valdoni (1996). "Appunti di Comunicazioni 
Elettriclw". dispense Inc. F.letlronica. II Universitä di 
Roma "Tor Vergata". 

[09] F. Vatalaro(1996). "Appunti di Radiolecnica". 
dispense Ing. Elettronica. II Universitä di Roma "Tor 
Vergata". 

[10] Herbert TAUB. Donald L. Schilling. "Principles 
of Communication Systems". McGraw-Hill Publishing 
Company. (Second edition). 

Figure 8: Block diagram of 'ground system' 

In particular, the mobile Applique produces a message 
which contains some information on mobile units about its 
status/position. 

The ground Applique is provided with interface with the 
associated RF Transceiver and with the infrastructural net. 

In conclusion, the approach described in this paper opens the 
way to new investigations on an optimised use of HF 
frequencies to ensure reliable long-range communication 
between mobile platforms and ground-based stations over a 
NATO countries. 

The results of the feasibility study indicate that the HF 
propagation data provided by the prediction programs 
currently available allow the HF system designer to achieve 
an optimised system configuration in which the number of 
ground stations necessary to achieve the desired coverage can 
be minimised and spectrum conservation is made possible by 
a good sharing of the available frequencies. 
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ASAPS V2.23 Field Strengt!) Prediction -■ 

Circuit 1: P2 Distance: 622 KM 

T.\:P2 41.45   19.95 Bcarinss: 277 92 

Rv Roma 419(1   12.48 Path: Short Path 

FSct:HF-ES2 Noise- -148 dBW/Hz 

Mode: IE Poncr: 4t)0W 

SIGNAL/NOISE 

Dale: 13 Aug 1991 

T-indcx: 125 

TxAntcnna' WH25 

RxAntciaia' ISOTROP1C 

Bandwidth: 3 0kHz 

UT     2.0     3.0     4.0     5.0     6.0     7.11     8.0     9,11     101)    11.(1 

6 10  15   17 9  21 

6 10  14  16  18  21 

5 9   13   15 3 

8 11   15   16 8 
11 14 7  18 

II 13   15 

9 

ASAPS V2.23 Field Strength Prediction - 

Circuit 1: P3 Distance: 623 KM 

T.\: P3   37.90   17,60 Bearings: 317  133 
Rx: Roma 41.90   12.48 Palli: Short Path 
FSct: HF-ES2 Noise: -148 dBW/Hz 
Mode: IE Power: 400W 

SIGNAL/NOISE 

Dale: 15 Aug 199! 

T-indcx: 125 
TxAntcnna: WH25 
RxAntcnna: 1SOTROPIC 
BandVVidth: 3.0kH/ 

UT      2.0      3.0      4.0      5.0      6.0      7.0      8.0      9.0     10.0     11.0 

10   1 4   17 

10   1 4  16 

9   1 1   15 

11   1 5   16 

14   1 7  17 

Table 1: This table shows the S/N value for a link whose 
parameters are indicated in the heading of this table. 

Table 3: This table shows the S/N value for a link whose 
parameters are indicated in the heading of this table. 

ASAPS V2.23 Field Strength Predict 

Circuit l:P2 Distance: 622 KM 
Tx:P2   41.45    19.95 Bearings: 277 92 
Rs: Roma 41.90    12.48 Path: Short Path 
FSct: HF-I-S2 Noise: -148 dBW/lIz 
Mode: IK Power: 400W 
PROBABILITY 

Dale: 15 Aug 1991 
T-indcx: 125 
TxAntcnna: WII25 
RxAntcnna: ISOTROP1C 
BandWidth: 3.0k! 1/ 

UT 2.0      3.0      4.0      5.0      6.0      7.0      8.0      9.0      10.0     11.0 

ASAPS V2.23 Field Strength Prediction - 

Circuit I: P3 Distance: 623 KM 
Tx:P3   37.90   17.60 Bearings: 317  133 
Rv Roma 41.90   12.48 Path: Short Path 
FSci: HF-ES2 Noise -148 dBW/Hz 
Mode: IE Power 400W 
PROBABILITY 

Date: 15 Aug 1991 

T-indc\: 125 
TxAntcnna: WH25 
RxAntcnna: ISOTROP1C 
BandWidth: 3.0kHz 

UT 2.0      3.0      4.0      5,0      6.0      7.0      8.0      9.0     10.0     11.0 

99       99       99       99 

99       99       99       99 
99       99       99       87 

99 99 99 99 99 
99 99 99 99 99 
99 99 99 99 81 
99 99 99 99 35 
99 99 99 76 

99       99 99 79 

99 99 
99 99 

99 
99      99      99      99 

99 99 99 99 
99 99 99 99 
99 99 99 99 

99 99 99 99 

99      99      99       86 

Table 2: This table shows the values of Probability for 
the same link show in table 1. 

Table 4: This table shows the values of Probability for 
the same link show in table 3. 
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The Role of Computer Radio Prediction Packages 
By 
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Crawley  RH10 1HL 
West Sussex 

United Kingdom 

It is recognised that a useful measurement factor in the 
assessment of spectrum management effectiveness is the 
number of users per square kilometre per MHz.  Given 
that there is a requirement to maximise this factor, this paper 
examines computerised methods currently available to assist 
in the optimisation of spectrum usage. A methodology to 
extend this technology towards a more critically engineered 
solution is then examined. 

Improved Spectral Efficiency - the requirement 
The requirement for better methods of utilisation of the 
spectrum has been driven by the ever increasing demands 
of users in both the military and civil spheres. In military 
terms, the driving factors include telemetry for "smart" 
munitions and Unmanned Airborne Vehicles (UAVs), 
proliferation of sophisticated equipment such as battlefield 
surveillance radar's and, as a principal driver, the move 
towards "digitisation of the battlefield". All of this requires 
not only greater numbers of links, but also considerably 
increased bandwidth to cope with the flow of information. 
In the civil environment the proliferation of new service 

types and the increase in user uptake have both combined 
to reduce the available free spectrum. This is not a trend 
which is likely to reverse in the foreseeable future. As a 
result of the increased civil usage, in a time of relative 
peace, substantial pressure has been placed on military 
administrations to free up additional spectrum for civil use. 
All of this points to the necessity for efficient spectrum 

management, both in terms of long term allocation of 
spectrum and, particularly for the military users, a dynamic 
assignment process capable of maximising the use of 
allocated bands whilst minimising inter-system and inter- 
unit interference. 

Traditional methods of frequency assignment, still widely 
used within NATO member nations, have tended to be based 
on paper rather than computers. When these systems of 
spectrum management were originally set up and developed, 
they were adequate to the task but they have inherent 
limitations that will prevent them from keeping up with the 
spectrum management requirements of the future. The 
principal limitations are that the assignments made will be 
sub-optimal because it is not possible to test all reasonable 
possibilities and also the fact that they are cumbersome and 
cannot react quickly enough to dynamic scenarios. In line 
with many other areas of human endeavour, the future is 
definitely computerised and, at least conceptually, integrated. 

Computerisation of existing assignment methods offers 
tangible benefits such as increased accuracy and, because 
of the speed at which calculations can be performed, a 
"what-if" capability which allows far more possible solutions 

to be tested, most normally according to some established 
numerical algorithm, but the likely improvements due to 
this alone are limited because the key issues he elsewhere. 
Of these, the main factor will be the flow of information 
about users, equipment and assignments to the spectrum 
managers and from the management process to the 
implementation process. The types of information required 
are shown in Figure 1. 

For true flexibility and to meet the requirements of dynamic 
assignment at short notice, every spectrum manager must 
have accurate and timely information on current allocations 
and assignments in both the military and civil spheres, 
together with other environmental data, as in Figure 2, 
which expands upon the information flow requirements. 
The coloured arrows show the direction in which the 
information is sent. The dark green line denotes the military 
network being managed. The light green line denotes the 
information flow channels for the spectrum management 
process. This could be partially military and civil, dependent 
on the required connections and will certainly be spatially 
distributed, with some elements being located in headquarters 
or technical departments and others being held by other, 
non-militaiy agencies. One point of note is that parts of 
the information flow actually travel through the network 
being managed. In the diagram, the assigned frequencies 
are disseminated via the network and, equally important, 
network information pertinent to the environmental 
circumstances as the users are passed back. In this way, it 
would be possible to determine actual conditions on the 
battlefield and to factor those into the assignment process. 
This is expanded upon later in the paper. 

One of the most crucial areas of implementing a truly 
dynamic spectrum management system will be the prediction 
of radio performance, again in a timely manner. In the 
process outlined above, it is likely to be one of the most 
significant consumers of information as well as being a 
significant critical-path activity which will directly influence 
the timeliness of the overall system. The information 
overhead of such a system derives from the requirement to 
provide accurate information to the assignment algorithms 
in order to gain the most accurate solutions; any model is 
only as good as its inputs. 

There are several main information requirement areas. One 
of these concerns the technical characteristics of all systems 
to be used in the operational environment, in the form of 
an equipment database. This must perforce include friendly, 
enemy and neutral emitters and receivers, as shown in 
Figure 3. 
Unlike the non-communications electronic warfare situation, 
a fully populated database of communications assets does 
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not yet exist; nor does the strategy and infrastructure 
necessary to undertake such a task. Given that the data 
capture required to develop such a database will be on a 
larger scale (in terms of the number of equipment types; 
after all, the complete EW database will form a component 
of an equipment/potential-interferer database), much thought 
and effort will have to be put into this activity. On the other 
hand, the fact that much of the relevant information is 
already available in the form of manufacturer's brochures 
will make data capture less hazardous than the activities 
that have had to be employed to populate the EW database. 

The second information requirement, shown in Figure 4, is 
the provision of dynamic order-of-battle (ORB AT) 
information about friendly, enemy and neutral assets. This 
task is vital for communications and interference assessments, 
but it is a difficult one; not only does an accurate intelligence 
picture have to be incorporated, so does the civil 
communications infrastructure and, in many of the 
circumstances likely to be encountered by NATO, an 
understanding of the existence and operation of unregulated 
equipment used by others in the operational area, possibly 
including irregular forces or smugglers. 
Again, the capture (by CIS update and direction finding 
(DF) of uncontrolled emissions), processing and timely 
dissemination of such data will assume non-trivial 
proportions and the methods employed to accomplish this 
must be carefully designed. The ORB AT database will not 
normally feature all of the data fields required for spectrum 
assignment or electronic warfare, given the specialist nature 
of these tasks, and therefore there must be a link-up between 
the two databases to allow the correct information to be 
used in the assignment process. 
The third area is that of environmental data, as shown in 
Figure 5. 
Atmospheric conditions in particular are continuously 
varying in terms of temperature and pressure, both at ground 
level and in the column of air above the ground. This is 
the transmission path for the radio signal, and because it 
changes continuously, so does the probability of establishing 
a reliable communications link between two points on the 
Earth. This is the main consideration in HF communications, 
but it is also important for VHF frequencies and above. A 
complicating factor is that the range at which a transmission 
will interfere with another user on the same channel will 
also vary in the same manner, which means that it is not 
possible to specify a generic maximum number of channels 
that will always be available within a given operational 
area; the number of channels that can be supported may 
increase or decrease with the environmental conditions. In 
the future, it may be desirable to plan communications 
intensive phases of operations to coincide with the best 
communications conditions, although clearly the enemy 
may have access to the same type of information and may 
therefore expect an attack at those times. 

At present, most computer based radio prediction systems 
for VHF and above tend to base predictions on statistical 
meteorological information for those bands affected primarily 
by atmospheric conditions, rather than the prevalent 
conditions, because generally that information is not known 
either in advance or in a real-time sense. These methods 
do generally give workable solutions, but at the expense of 
requiring an additional safety margin to overcome the 
information shortfall. This does necessarily result in sub- 
optimal spectrum usage efficiency. 

One possible way of improving the performance of these 
predictions is by dynamic free channel search, as used in 
some cellular systems. This scheme works well, but would 
be difficult to implement on a battlefield which has to 

provide spectrum for various communication systems as 
well as radar and other non-communication systems, each 
of which will have its own spectral characteristics and 
interference rejection capabilities. It also suffers in that it 
is not an actively planned system and therefore there is 
always the possibility that at some later stage there may be 
problems that will be difficult to resolve. To overcome this, 
it would be necessary to incorporate some planning 
capabilities into the management system. In order for this 
system to work effectively, there would have to be a way 
of presenting performance information about the existing 
network in order to project forward; communication links 
that were not established and environmental data would be 
two such measures. 

Given the complex nature of the atmosphere, it is unlikely 
in the short to medium term that it will be possible to 
maintain a real-time, operational theatre-wide picture of 
small-scale variations such as rainshowers, fog or sandstorms, 
but by using meteorological data it should be possible to 
determine representative figures to be applied for all spectrum 
management for this region which will be accurate over the 
space of a few hours or days. If it becomes possible to 
incorporate this information directly into radio predictions, 
it will then be possible to reduce the amount of safety 
margin used to separate users. This release of safety margin 
can then inject more flexibility into the planning process 
and improve the efficiency of spectrum usage. 

The only problem is that to accomplish this objective, it 
will be necessary to have a method of capturing 
environmental data on an ongoing basis, and for 
disseminating it to planners involved in the deployment. 

Given all of the problems inherent with data capture and 
timely dissemination noted above, do computer predictions 
really have a large role to play in the optimisation of 
spectrum management? The answer is unquestionably yes, 
because of the benefits offered in terms of maximising the 
number of users per MHz per km2. 

To illustrate some of the benefits provided by computerised 
radio planning aids, it is possible to examine three individual 
aspects where improvements can be made. The first has a 
great use in dynamic allocation although is actually a non- 
dynamic variable; the terrain. Terrain shielding offers the 
ability to re-use frequencies for users separated by relief 
features, even if their spatial separation is small in terms of 
distance on the ground. 

The classic example would be that of two groups of radio 
system users operating on the opposite sides of a large, 
steep hill, using V/UHF tactical radios. Although perhaps 
only separated by a few kilometres, the risk of interference 
even if they are re-using the same channels is very small. 
A traditionally based assignment process would not 
necessarily provide an accurate assessment of the degree 
of shielding and it would therefore be impossible to take 
advantage of this feature without running the risk of 
interference. If the deployments are static, an existing 
computer radio prediction system could be used to verify 
that the channels can be re-used, but if the users arc moving 
there would be the risk of interference should they move 
into locations where the shielding reduces. A system that 
monitored the locations and intentions of the two groups 
and continually analysed potential interference would 
however be able to predict problems in advance, and take 
action to avoid them. This would allow the same channel 
to be re-used for as long as possible, and then a re-assignment 
to be made just before an interference problem occurs. For 
this scenario, atmospheric effects are negligible compared 
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to the terrain effects, and so the primary dynamic feature 
is the movement of the groups. This could in theory be 
passed to the spectrum management system from a 
Command Information System (CIS) of the type currently 
coining into service in many NATO armed forces. 

As an indication of the scale of benefits of this type of 
system could offer, it is possible to model the scenario on 
a computer prediction tool using randomly positioned 
deployments in very hilly terrain. This is the type of 
environment in which the greatest benefits are likely to be 
obtained, because of the terrain variability and hence a high 
degree of variability in the signal levels experienced near 
ground level. In simulations of this type, a small study 
indicated that compared to a traditional method (an exclusion 
zone 30 km around the base station; the radius was based 
on the field strength obtained after applying free space loss 
to the transmitted signal), the actual area where interference 
would be actually be a problem accounted for as little as 2 
- 5 % of the excluded zone. The opportunity for channel 
re-use is therefore significant, but only if it can be managed 
appropriately. In less severe terrain environments, the level 
of gain was less but still significant, until the two methods 
converged on perfectly flat terrain. An example of a 
particular instance of this situation is shown in Figure 6. 
Further studies are required to determine how well this 
system could work in practice. 
For airborne and rapidly moving objects it is more difficult 
to use terrain shielding, but this does not necessarily mean 
that computer-aided planning has nothing to offer. On the 
contrary, because of the dynamic nature of this scenario, 
computerised planning is the only realistic flexible real- 
time approach that is available. It is worth illustrating the 
possibilities of this approach by example. 

Consider the scenario of an airborne element, perhaps 
carrying radio jamming equipment, moving through an 
operational area in which friendly forces are operating. 
Although the jamming equipment may be centred on a 
particular range of target frequencies used by the enemy, 
it is possible that out-of-band noise will affect a large number 
of channels over a wider range. If these channels are in 
use by ground forces, communications will be disrupted 
for the period of time during which the jammer is passing 
through If the ground forces are to be able to communicate 
during this period, they must be given temporary 
assignments. This would only be possible with a dynamic 
frequency assignment system capable of actively modifying 
assigned channels whilst the users are in the field. A fully 
automatic system which is transparent to the users would 
most likely provide the best answer. This implies an 
intelligent network capable of automatically handling rapid 
changes without user intervention; we are a long way from 
this objective. 

Again an essential part of this process would be the accurate 
simulation of the radio propagation throughout the battlefield 
at the time of the aircraft's transit. Ideally, this could be 
determined by some method of sensing the performance of 
network elements already operating within the area and 
passing the information back to an adaptive simulation 
process. Again, this requires a bandwidth and processing 
overhead on the communications links, but it is likely that 
the additional infrastructure that can be deployed will more 
than compensate for this. 

The third area of improvement offered by computerised 
radio prediction methods is also concerned with the inclusion 
of more accurate and precise information into the spectrum 
management process, and the use of this information 
dynamically throughout the battlefield. This concerns the 

technical parameters of the transmitted signals and the way 
in which they are transmitted. At present the primary 
method of protecting against interference assuming that the 
location is fixed is to use directional antennas with a null, 
or close to it, in the direction of the interfering signal. In 
the future, more sophisticated active antennas may be able 
to generate more flexible responses to minimise interference 
by dynamically changing the antenna polar pattern in 
response to the requirement pertaining at the time. Digital 
systems using configurable modulation schemes could also 
be used to modify the characteristics of the transmitted 
signal, both to prevent unauthorised reception and, 
prospectively, to select the most robust scheme to overcome 
any interference problems detected. Although these are 
hardware solutions, they would provide the greatest benefit 
if combined with real-time dynamic management systems, 
which will use simulation to predict performance and to be 
the decision-making criteria. 

The implementation of these techniques is dependent on 
introduction of new hardware and the subsequent generation 
of extensive technical characteristics (probably in the form 
of "look-up tables"). Again this task is likely to be non- 
trivial in nature, but the potential benefits are clear. 

All of the methods outlined above offer potentially significant 
improvements in the areas of communications reliability, 
available link bandwidth, resilience to interference and, of 
course, maximising spectral efficiency. But increased 
reliance on technology always raises new risks as well, and 
this is particularly true in this case. 

Whenever computer systems are used, there are always 
risks associated, including the effects of power disruption 
and the possibility of errors in the code, which in 
sophisticated systems may be far from obvious and have 
insidious effects. With the type of system outlined here, 
these risks are compounded both by the distributed nature 
of the system and the requirements for constant 
communications and dissemination of information 
throughout the network. This risk itself is again compounded 
by the possibility that the network being controlled by the 
management system is the only available transmission m 
edia. 

Should the network fail for any reason, things will start to 
go awry very quickly, because the dynamic operational 
situation will continue to be dynamic, even if the network 
management scheme is non-operational. The first things 
to go wrong will be those that are changing the fastest; 
dynamic aircraft assignments and terrestrial allocations in 
response to aircraft movements. Next would be moving 
terrestrial units where terrain shielding has been used to 
inhibit interference and re-use channels. As these units 
move to locations where terrain shielding no longer works, 
the interference problems are compounded. And guess 
what? Because the only method of re-assigning channels 
is via the blocked channel, nothing can be done - unless of 
course a robust recovery mechanism has been designed in 
to the system. 

The design of this recovery system is likely to be a difficult 
process, simply because the users in the field have come to 
depend on an optimal solution and by definition, any fallback 
option is almost by definition likely to be sub-optimal. The 
problems will stem from the fact that without sophisticated 
automated management processes, which require large 
amounts of information from users in the field (who are of 
course cut off by the system failure), there are simply too 
many users and too few resources available. A mechanism 
to build the whole process up again must be designed, and 
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one which minimises the disruption during this phase, which 
is likely to take hours rather than seconds. A very complex 
system of user priority and traffic routing must be established; 
there are however precedents and the lessons learned from 
existing NATO command and control systems should prove 
invaluable; especially those hard-earned lessons gleaned 
during major exercise which many of us have experienced 
first hand. 

From the outline analysis offered in this paper it can be 
seen that computer radio prediction packages are important 
to modern spectrum management, and their importance 
within the concept of automated network and spectrum 
management in the future will only continue to increase. 
The benefits offered will without question revolutionise the 
methods currently in use, but this improvement comes with 
associated risks which are real and which could potentially 
be devastating. Because of this that it will be necessary to 
carry out comprehensive studies to identify both the level 
of improvement the various possible implementations of 
such a system will offer, and the methods of implementation 
and management that will minimise the threat of system 
failure and its implications. 

Whatever the future holds in terms of spectrum management 
and network management generally, it is clear that there is 
much work to be done, and for optimum efficiency, this 
work must be carried out in a co-ordinated across the NATO 
countries. The risks associated with modernisation are 
always significant, but the risks of failing to modernise are 
considerably worse. 
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Data Requirements for Dynamic Frequency Assignment 
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Figure 1: Data requirements & Flow 

Figure 2: Information flow through a dynamic spectrum management system 
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Figure 3: Equipment technical information requirements 
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Figure 4: ORBAT information requirements 
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Figure 5: Environmental information requirements 
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Figure 6: Terrain shielding 

This image shows 2 groups of users sharing the same channel. The red overlay shows the limit of 
coverage to the minimum signal strength that will cause interference. Because of terrain shielding, 
no interference will occur. 
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PAPER TITLE Paper 5 - Optimisation of the Radio 
Spectrum: The Role of Computer based Radio 
Prediction Packages 

AUTHOR :        A.W. Graham 

NAME :        R. Kapp-Rawnsley 

QUESTION 

The techniques described will require high performance computer equipment which 
must be deployed into the field. Would you care to comment? 

ANSWERS 

Our experience is that currently available PCs are suitable to the task. Because 
military planners are increasingly using sophisticated decision aids, such as 
Geographic Information Systems (GIS), they are also equipped with PCs that will be 
able to cope. Also, the experience they are gaining in the practical implications of 
using PCs in the field is highlighting potential problems. 

NAME :        G.R. Bradbeer 

QUESTION : 

As indicated, dynamic Spectrum management involves the increase of traffic over 
the networks supported for monitoring and control purposes. Can you comment on 
the extent to which the need for this traffic impacts on the benefits of dynamic 
spectrum management. 

ANSWERS 

Clearly, this is a major issue for low bandwidth systems. It is crucial that any 
management system is appropriate and therefore, if the management process 
involves too high an overhead, it should not be used. This has to be assessed on a 
per-service basis. 
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PAPER TITLE    :        Paper 5 - Optimisation of the Radio 
Spectrum: The Role of Computer based Radio 
Prediction Packages 

AUTHOR :        A.W. Graham 

NAME :        K.S. Kho 

QUESTION 

1. Which frequency bands are considered in your analysis? 
2. Do you include spread spectrum in your analysis? 
3. Changing wave form or frequency e.g. from fixed frequency to frequency 

hopping is not trivial. It is affecting a lot of users and also the frequencies 
should also be available/authorised. In a simulation model it may be possible 
but in practice we have very strict limitations in the usage of frequencies. 

ANSWERS 

1. The analysis is intended to cover any type of radio service. The actual 
methods employed in a practical system will have to be appropriate to that 
service. 

2. The management of spread spectrum systems is a difficult process, and it 
may be that this approach cannot be used, certainly for assessment of 
hopping systems. Practically, design considerations may offer the best 
management process. 

3. Some management process of frequency hopping systems must be applied, 
although the exact method may be different from those applied to other 
services. In all cases of management, the method applied must be 
appropriate. As for the co-existence of fixed and frequency hopping systems, 
again there must be some process of management otherwise chaos results. 
The crucial issue is to identify a specific mechanism, and perhaps more work 
needs to be done. 
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Real-valued frequency assignment 

D. G. Fon-Der-Flaass * 
Centre for Discrete and Applied Mathematics 

London School of Economics 
Houghton St. London WC2A 2AE, U.K. 

Abstract 

We consider the binary constraints formulation 
of the frequency assignment problem in its most 
general form: for an arbitrary metric space, with 
frequencies taking arbitrary real values, and with 
possibly infinitely many constraints. We obtain 
some necessary and sufficient conditions for the 
problem to have a solution with a finite span. 
When the metric space is the set of integers, we 
give an exact criterion. 

Also we demonstrate a connection of this prob- 
lem in one-dimensional case with one combinator- 
ial question about finite permutations; and pose 
some unsolved problems. 

The practical problem of assigning frequen- 
cies to transmitters in a cellular network has 
been approximated by various combinatorial 
and/or geometrical formulations. Most often 
it is treated as a problem of finding a colouring 
of a metric space (e.g. a graph). The required 
colouring should satisfy a certain set of restric- 
tions; usually each restriction involves two ver- 
tices, and the restrictions therefore are called 
binary constraints. 

In this note we consider a variant of the 
standard binary constraints problem in which 
frequencies (or colours) can take on arbitrary 
real values. Apart from its theoretical signi- 
ficance, this problem can also have some prac- 
tical importance; especially for the question to 
what extent one can improve the performance 
by using more channels within the same fre- 
quency interval. 

Let (M, d) be an arbitrary metric space. By 
a (real-valued) colouring of M we mean any 

function c: M 
being 

R; the span of the colouring 

•Supported   by   the   U.K.   Radiocommunications 
Agency 

sp(c) = sup c{m) -  inf c(m). 
m€M ™eM 

By a restriction function we mean any non- 
increasing function / : R+ -> R-°. A colour- 
ing c of M satisfies the restriction / if for every 
two distinct elements x, y of M we have 

\c(x)-c(y)\>f(d(x,y)). 

The real-valued frequency assignment prob- 
lem in its most general form can now be stated 
as follows: 

given a metric space M and a restriction 
function /, find the value of inf sp(c) for all 
colourings c of M satisfying the restriction /. 

We shall denote this number by sp(M, f). 
First we shall study this problem for M = Z, 

the set of integers, with the natural metric 
d(x,y) = \x — y\. The restriction function in 
this case is determined by a non-increasing se- 
quence / = (fn)n>o of non-negative real num- 
bers. The first question which arises in this 
situation is whether sp(Z,f) is finite or infin- 
ite. We shall give the complete answer to this 
question, and also we'll find upper bounds on 
the span when it is finite. 

THEOREM 1 For the restrictions sequence 
fn = 1/n, the span sp(Z,f) is finite and does 
not exceed 

l + ¥> = 2.618..., 

where <p = (1 + \/5)/2 is the golden ratio. 
There exists a colouring c of span 1 + (p satis- 
fying f. 

THEOREM 2 For an arbitrary restrictions 
sequence f = (/«), the span sp(Z,f) is finite 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
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if and only if C — sup{n/n | n > 0} is finite; 
and the span does not exceed C(\ + <p). 

THEOREM 3 If the sum s = £n>0 /„ is 
finite then the span sp(Z, f) is finite, and the 
span does not exceed 2s. 

First we shall derive Theorem 2 from The- 
orem 1, and prove Theorem 3; both proofs are 
fairly easy. Then we'll give a proof of Theorem 
1. 

PROOF OF THEOREM 2. The "if" part 
immediately follows from Theorem 1. Indeed, 
if the number C is finite then for all n, /„ < 
C/n; and we can take the colouring c from 
Theorem 1 multiplied by C. 

The "only if" part is just as easy. Given 
L > 0, choose n such that nfn > L. As /; > /„ 
for i < n, all differences between colours of 
elements 0,1,..., n in a colouring satisfying / 
are at least fn; and the span of these n + 1 
colours is at least nfn > L. D 

PROOF OF THEOREM 3. We shall assign 
colours to elements of Z one by one, in the fol- 
lowing order: 0,1,-1,2,-2,..., choosing on 
each step a value c(k) e [0,2s] which satisfies 
the colouring conditions. This is always pos- 
sible, since the measure of the set of values for 
c(k) which are forbidden by any of the previ- 
ously chosen values of c(i), i < \k\, is at most 

2 Y%=1 fi and is less than 2s. O 

PROOF OF THEOREM 1. 
Denote by a mod b with real a, b the number 

q such that 0 < q < b, and (a - q)/b € Z. 
Let also Rr mean the factor group R/rZ of the 
additive group of reals. The distance between 
elements of the group is naturally defined as 
dr(a, b) = min((a - b) mod r, (b - a) mod r). 

Let X be the half-open interval [-(<p + 
l)/2, (if + l)/2). Define a colouring c : Z -> 
X by the formula: c(n) = ((</? + l)/2) + 
mp) mod(ip + 1) - (f + l)/2. If we consider 
elements of X as representatives of the cosets 
R/(</> + 1)Z then the colouring c becomes a 
group homomorphism c : Z -> R^+i- 

Let us prove that this colouring satisfies the 
restriction /. Since c is a homomorphism, it 
is enough to show that for every n > 0 the 
distance dv+i(c(0),c(n)) > 1/n. 

Our colouring has the following easy prop- 
erties: 

(i)     c(0) = 0; 
(ii)     c(n + 1) - c(n) is equal to either <p or 

-1; 
(in)     dip+i(0,c{n)) = \c(n)\. 
The property (ii) enables us to give an al- 

ternative description of the colouring by an 
easy inductive process: c(0) = 0, and c(n + 1) 
is that one of the two numbers c(n)+</3, c(n) —1 
which belongs to X. 

Properties (i) and (ii) imply that the num- 
ber c(n) is of the form -a+btp for some natural 
numbers a, b with a + b = n. Let y = b + aip; 
we have y < mp. Also, 

c(n)y = ab(<p2-l) + (b2-a2)<p = (ab+b2-a2)<p. 

The number ab + b2 - a2 is a non-zero integer; 
therefore \c(n)\ > ip/y > ip/(n<p) = 1/n, and 
by (Hi) we are done. □ 

Note that the colouring described above is 
a cyclic channel colouring (in the sense of [2]) 
with the same constraints function; which is a 
stronger property. 

Our next theorem gives a sufficient and a ne- 
cessary condition for finiteness of the span for 
general discrete metric spaces. Though these 
conditions don't give a complete answer to the 
problem, they are rather close. 

Let M be a metric space, and sequences (/„), 
(un) be such that for every n > 0, and for every 
x G M, the following inequalities hold: 

'n < \{y £ M | n - 1 < d(y,x) < n}\ < un. 

Let / be a restriction function; we extend 
its domain by setting /(0) = supx>0 f(x), and 
assume that /(0) is finite. This assumption 
is very natural. Indeed, if there is a positive 
lower bound e on the distance between distinct 
elements of M then we can assume that f(x) — 
/(e) for all 0 < x < e; on the other hand, if 
one can have arbitrarily small distances then 
this assumption is necessary for the span to be 
finite. 

THEOREM 4 In the above notation, if 

supf(n)YA=\U = °° then sPiM>f) is infin- 

ite- If iXi /(*' _ !)ui < °° then sP(M'f) is 

finite. 
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PROOF. The first assertion is proved ex- 
actly as the "only if" part of Theorem 2; the 
second assertion — as Theorem 3. ü 

For the fc-dimensional rectangular grid Zk 

we can take ln = c\nk~1 and un = C2nk~1 

for suitable constants 0 < c\ < C2- As an 
immediate corollary, we get that sp(Zk, (n~a)) 
is finite when a > k, and infinite when 0 < 
a < k; and this holds for every metrics on Zk 

equivalent to the Euclidean one — including 
the graph distance metrics. 

The question whether sp{Zk, (n~k)) is finite 
or infinite remains open for k > 2. 

The result of Theorem 1 has an interesting 
application to monotone subsequences in per- 
mutations. 

The classical theorem of Erdös and Szekeres 
[1] states that every permutation of more than 
n2 numbers has a monotonic (increasing or de- 
creasing) subsequence of length more than n. 

Let s e Sn be a permutation of the set 
ft = {l,...,n}, and w = (i0,-..,ik) be an 
increasing sequence of elements of Cl such that 
the sequence (s(io), • ■ •, s(u)) is monotonic (to 
avoid trivialities, we assume that k > 2). By 
the density of w we mean the number d(w) = 
k2/(ik ~ io). 

The above-mentioned theorem implies that 
for n > 4 there exists a lower bound b(n) > 0 
such that every permutation in Sn has a mono- 
tonic subsequence of density at least b(n); the 
bound b(n) so obtained tends to 1 as n tends to 
infinity. A question arises: can one find such a 
lower bound which would tend to infinity with 
n? Theorem 1 gives a negative answer to this 
question. 

Take the colouring c as in this theorem. For 
every n we define a permutation /„ € Sn as 
follows. The numbers c(l),..., c{n) are all dis- 
tinct and linearly ordered; let fn(k) be the po- 
sition of c(k) in this ordering. We claim that 
every monotonic subsequence of any of the per- 
mutations /„ has density less than 1 + ip. In- 
deed, let io < ii < ... < ik be such that the 
sequence (c(io),... ,c(ik)) is monotonic. We 
have: 

> M|c(tfc) - cfo)!/*)-1 > 

> *2/(i + ¥>); 

and the claim follows. 

This leaves two related open questions: find 
the best possible value bi of the bound b from 
the above problem; and find the exact value of 
bo = sp(Z,(l/n)). The above considerations 
show that 

1 < 6i <b0<l + <p = 2.618.... 

It is not difficult to show that bo > 2 by con- 
sidering all possible orderings of the five values 
c(0),...,c(4). 
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PAPER TITLE Paper 6 - Real-Valued Frequency Assignment 

AUTHOR :        D.G. Fon-Der-Flaass 

NAME :        E. Tsang 

QUESTION 

Are you suggesting that all binary graph colouring problems are easy? 

Comment: Research from the constraints programming community finds 
that the majority of tandem graph colouring problems are easy 
to solve in practice, (although the problem is NP-complete in 
nature), with some exceptions. 

ANSWER : 

The graph colouring problems arising in frequency assignment are "easy" only in the 
sense that the span is within a constant factor of lower bounds obtained from 
cliques, as I have demonstrated. For arbitrary random graphs, which do not arise 
from a placement of transmitters on the plane, this is not so. This partly explains 
why meta-heuristic algorithms work so well for typical frequency assignment 
problems, but fail for random graphs. 
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Paper 7: HF Frequency Management: Prediction and Assignment Tools 
for Large Networks. 

By 
N.S.Wheadon 

GEC-Marconi Research Centre, West Hanningfield Road, 
Great Baddow, Chelmsford, Essex, CM2 8HN, UK. 

nigel.wheadon@gecm.com 

Introduction. 

With the advent of automatic and 
adaptive radio communications 
systems there has been a resurgence of 
activity in propagation at HF. 

The development of Automatic Link 
Establishment (ALE) and Automatic 
Link Maintenance (ALM) systems 
suggested the demise for HF prediction 
programs. These new systems would 
not need experienced operators and the 
systems would perform all the 
necessary frequency management tasks 
themselves. ALE and ALM have gone 
some way in optimising the operation 
of systems on air; however in order to 
optimise the use of the HF spectrum, a 
planning exercise is still required 
which will provide a reasonable first 
selection of frequencies. For example, 
allocating the high end of the band for 
short range near-vertical incidence sky- 
wave operations in winter at midnight 
would not necessarily be a sensible 
choice. This "first cut" planning 
exercise could be performed using 
radios which contain simple software 
planning tools but co-ordination 
between separated users wishing to 
communicate becomes an issue. 
Alternatively the planning exercise can 
be performed using more sophisticated 
assignment tools located at a strategic 
centre or at a tactical command post. 

This paper describes two tools which 
can be used to perform tasks from the 
simple estimation of usable frequencies 

to more complex frequency allocation 
for large networks. 

Frequency Planning Tools 

Two software planning aids will be 
described. The first tool, WinHF, is a 
combined ground-wave and sky-wave 
propagation prediction program used 
by the UK MoD across all three 
services. The second, FAA, is a 
sophisticated and complex tool for 
generating and evaluating frequency 
assignments for very large systems 
(figure 1) comprising more than 1000 
individual networks each consisting of 
many radios with the primary aim to 
minimise interference. After a 
description of the tools, a short 
demonstration will be performed 
highlighting the main features of each 
program; in the time available each 
demonstration will only be able to 
show a small subset of the features 
implemented. 

WinHF 

For several decades the Marconi 
Electronic Systems company has been 
involved with the development of HF 
propagation prediction models and has 
provided them to Government and 
Civil organisations. The predictions 
have evolved from laborious paper 
exercises, through the use of slide rule 
methods and books of graphical 
predictions to computer algorithms. 
There are a plethora of algorithms to 
choose from and until recently radio 
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operators within the UK MoD would 
typically use several different 
programs in their HF communications 
planning phases and take a "majority" 
vote as to which frequencies they 
would use. Other radio operators 
would tend to stick with the 
frequencies which had proven to work 
in their experience. These various 
methods have been superseded by the 
Marconi WinHF program which 
brings together the users' operation 
requirement into one application. The 
new software package makes use of 
validated HF prediction methods. 

WinHF provides the capability to make 
predictions for both sky-wave and 
ground-wave point-to-point circuits. It 
provides the user with a recommended 
window of frequencies using a 
graphical user interface (GUI) from 
which frequencies may be selected. 
The GUI presentation for the sky-wave 
and ground-wave parts of the program 
are different reflecting the different 
user requirements. For the sky-wave 
part, a diurnal frequency plot is 
provided which displays the envelop of 
usable frequencies together with a 
recommended frequency of operation 
defined as the frequency which gives 
the highest signal-to-noise ratio (figure 
2). For the ground-wave prediction two 
graphical displays are provided 
(figures 3 & 4) enabling area coverage 
estimations and operational frequency 
trade-offs to be made. 

WinHF Prediction Methods 

The algorithm used for the ground- 
wave predictions is known as the 
Bremmer method which provides 
equivalent results to the ITU-R 
GRWAVE programme (also developed 
at GEC-Marconi in the 1980's) and is 
much faster in execution. 

The sky-wave element is provided by 
the ITU-R Report 894 method. The 
ITU-R method has been validated by 
comparison of the field strength 
predictions against the ITU-R database 
of radio circuit measurements. The 
sky-wave program uses the ITU-R 
Report 340 ionospheric maps to 
perform the propagation calculations. 

The noise field strength calculation 
uses the methods of ITU-R Report 322 
for atmospheric noise determination 
and ITU-R Report 258 for the man- 
made and galactic noise characteristics. 

Customisation 

WinHF has been developed so that it is 
extremely flexible and easy to use and 
also for this version, it has been 
'customised' with UK military radio 
and antenna equipment. Where 
possible the entry of numerical values 
from the keyboard has been removed 
thereby ensuring less 'finger trouble' 
problems. Even the sunspot number 
entry has been removed and entry is 
based on the selection of month and 
year - the sunspot number data being 
related to these two quantities by the 
program. To support these changes 
there is a database of parameter values 
which are under the configuration and 
change control and up dates to this 
database occur on a regular basis. 
Location co-ordinates can either be 
entered from the keyboard directly in a 
variety of formats or via the use of the 
locator map. 

Overview      of      the 
Assignment Process 

Frequency 

The majority of the work undertaken at 
the Research Centre is applied 
research. The development of an HF 
frequency assignment algorithm (FAA) 
is one such project. In fact the FAA is 
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just one part, but a very important part, 
of a project which culminated in the 
development of a general HF 
Frequency Management Tool (FMT) 
with our sister company Marconi 
Communications. The FMT is used to 
generate complete frequency plans for 
large (and small) networks and it 
provides assignments for strategic 
communications planning 
(COMPLAN). Several different 
COMPLANs can be generated for 
different operational scenarios and the 
COMPLAN can be modified easily on 
a day-to-day basis to take account of 
changes within the network 
configuration. The FMT can also be 
used in the civil environment to 
manage the spectrum, for keeping 
records of licensed frequencies and for 
checking new assignments for 
interference effects with existing 
systems. 

Components 

The FMT comprises the FAA module 
which will be described in more detail 
below  but essentially  computes  the 
frequencies which are to be assigned to 
each  network   and   checks  that  the 
assignment is  valid.  The other key 
modules   that   the   Research   Centre 
provided for the FMT were 
i) the sky-wave prediction algorithm 
ii) the ground-wave prediction module 
iii) the noise field strength prediction 

module 
These three modules use the  same 
methods as the WinHF software as 
described earlier in this paper. 

The assignment methods make 
provision for the different types of 
networks e.g. the FMT has to assign 
frequencies for networks ranging from 
a few kilometres in extent to large 
networks (a few thousand kilometres 
and even world-wide), land, maritime 

and aero-mobile network 
configurations as well as point-to-point 
links. The networks may operate in 
either sky-wave or ground-wave 
modes. The FMT also allows for inter- 
working with broadcast stations. The 
FMT also allows for the inclusion and 
evaluation of external interferers and 
jammers within the frequency plans, so 
that these frequencies may be avoided. 

The code is portable and runs under 
Unix or Windows NT platforms, and 
all the radio equipment parameters (i.e. 
co-channel bandwidth, adjacent 
channel bandwidth, interference 
protection ratios) are fully adjustable. 

Databases 

The frequency management process 
initially requires the user to generate a 
complete network structure. This 
activity comprises defining radio sites 
and mobile network locations and 
sizes, defining the required 
connectivity, the maintenance of an 
equipment inventory (e.g. radio types 
including serial numbers, antenna 
types and characteristics) and the 
allocation of those items to locations 
and networks, defining allocated 
frequency bands, unusable frequency 
bands, and so on. Figure 5 shows a 
simplified overview of the 
relationships between the networks, 
stations and equipment. The radio 
equipment is defined with the 
following parameters: Power output, 
harmonic radiation, transmit spurious 
radiation, AMU losses, band-pass filter 
rejection, transmit broadband noise, 
receiver sensitivity, co-site filter 
rejection and the list of associated 
antennas which can be used with each 
radio item. The antenna items have 
parameters including gain, feeder loss, 
polarisation etc. 
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Each network also requires parameters 
to describe its channel type e.g. single 
or multiple frequencies, simplex, 
duplex, etc. The emission classes are 
user defined but typically the list may 
include SSB, FSK, DSB, AM, etc. The 
radio equipment parameters such as co- 
channel bandwidth, adjacent channel 
bandwidth, interference protection 
ratios, etc., are fully adjustable for each 
network. 

Assignment Updates 

As the networks, and their 
configurations change, then it is a 
relatively simple task to modify the 
entries that have changed and re-run 
the FMT for re-generation of 
assignments. Various levels of re-run 
can be specified depending on whether 
a new frequency assignment is 
required, or to provide an assignment 
for a single new network. Within the 
networks specifications dialogue, the 
user can specify: mandatory 
assignments; preferred assignments 
which will be used if possible or with 
varying degrees of conflict with the 
existing networks as specified, or 
completely new assignments can be 
generated. 

Assignment Phase 

The   assignment   method   comprises 
several  distinct  phases.  The  overall 
method    can    be    described    as    a 
sequential   algorithm,   in   terms   of 
finding a good assignment to begin 
with,   followed   by   a  meta-heuristic 
technique which then tries to minimise 
the cost, or penalty due to interference 
with other networks, even further. 
i) The generation of a list of usable 

parts of the spectrum. The final list 
of frequencies will typically exclude 
distress   frequencies,   time  signals 
and   frequencies   which   may   be 

barred from use at a particular 
station e.g. a station may be located 
in a different ITU sector. 

ii) The generation of an 'active 
frequency range' for each network 
i.e. identifying those parts of the 
spectrum were there is an adequate 
signal-to-noise ratio for information 
(data or voice) transfer (figure 6). 

iii) The generation of an 'active 
frequency pool' for each network. 
The pool comprises a list of 
individual frequencies or multiple 
sets of frequencies for frequency 
hopping or ALE networks. The 
FAA then assesses the interference 
('cost') between networks using 
frequencies from the pool. 

iv) Networks are sequenced to 
facilitate an optimum order in which 
the networks are assigned. The 
reason for ordering the networks is 
to ensure that those networks that 
have specific requests for 
frequencies or have 'high' 
importance e.g. strategic 
communications links, are serviced 
first and their frequencies can then 
be protected during subsequent 
assignments. 

v) Several frequencies, or frequency 
sets, are selected from the active 
frequency pool and then they are 
analysed to determine the 'best' 
assignment; the 'best' being the one 
which: exceeds the various signal- 
to-noise criteria, causes least 
interference and is also least 
affected by other networks (figure 
7). The acceptance of a frequency, 
as well as a complete assignment for 
a network, comprises several 
assessment processes. The three 
processes are: 

a) The choice of frequency 
must be such that it causes 
minimal interference with 
the existing networks, unless 
otherwise   specified.    Both 
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co-channel and adjacent 
channel interference can be 
analysed. 

b) There are several thresholds 
of acceptability for both co- 
and adjacent channel 
interference and these can be 
modified by the user for 
each network separately. 

c) The computation of co-site 
effects can be enabled to 
ensure that the assigned 
transmit frequencies on a 
transceiver site do not give 
rise to intermodulation 
products on frequencies 
being used for reception 
purposes in the vicinity. 

v) Once assignments have been made 
to all networks it is possible to force 
the assignment process to search or 
'hunt' for a better assignment for 
both individual and multiple 
networks if required. 

vi) Networks can also be assigned sets 
of back-up or 'reserve' frequencies 
if required. 

Output 

The output from the FAA is in the 
form of lists (electronic or paper 
copies) of frequencies for each of the 
networks together with factors which 
describe the quality of the assignment. 
Within the FMT then there are various 
GUI displays to enhance the output for 
visualisation of the assignments. For 
the radio end-user a down-loadable 
electronic list of frequencies is 
available for porting to an intelligent 
radio via a fill-gun. 

FAA Demonstration 

functionality described above is 
included in the version which will be 
shown. The network signal and 
interference calculations have been 
determined previously to save 
demonstration time. Only a small sub- 
set of the PC GUI is provided together 
with a simple output GUI, this is 
because the focus of the work at the 
Marconi Research Centre is on the 
algorithms rather than the complete 
man-machine interface and it is the 
former which we to emphasis. 

Summary 

Marconi Electronics Systems has over 
several decades developed HF 
frequency prediction tools and 
assignment algorithms. The WinHF 
program is in-use with the MoD 
providing them with an HF ground- 
and sky-wave communication 
prediction capability. The assignment 
algorithms and methods have matured 
and are now incorporated into various 
Marconi frequency assignment 
products 

This paper and associated presentation 
has emphasised the radio-wave 
propagation and frequency assignment 
aspects of the new tools. 
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Figure 1. Typical large HF network. 

JA» SkywovH 

GEC-Narconi Ltd. HF 2.1/2.1 
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Figure 4. Ground-wave HF range v frequency plot. 
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Month September 
Ground Wet ground Location 51°N S82°18*W 
Maximum range for required S/N of 13 dB is 43 km 
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Figure 3. Ground-wave HF signal-to-noise vs range plot 
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PAPER TITLE Paper 7 - HF Frequency Management: 
Prediction and Assignment Tools 

AUTHOR N.S. Wheadon 

NAME D.Jaeger 

QUESTION 

Are there some more data available about the differences between the predictions 
and practical results, especially in the HF-band? (S/Ns). 

ANSWER 

The ITU-R methods have been used within these programs because the algorithms 
have been verified using databases of world-wide signal measurements. Typically 
the sky-wave algorithm has been shown to have an 10dB standard deviation of the 
signal prediction. 
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PAPER TITLE Paper 7 - HF Frequency Management: 
Prediction and Assignment Tools for Large 
Networks 

AUTHOR :        N.S. Wheadon 

NAME :        K.S. Kho 

QUESTION 

Do you need the background noise levels for HF sky-wave prediction? 

If yes, how is the interference taken into account, since all of HF channels are 
(formally) occupied by someone? 

ANSWER 

1. The background noise comprises 3 components at HF: Atmospheric noise 
due to electrical thunderstorms, galactic noise (>18 MHz) and man-made 
noise due to machinery, power cables etc. Man-made noise dominates in 
urban, aircraft and ship environments. The programmes take into account all 
of these sources. 

2. The FMT takes into account interference from external sources provided the 
sources are included in the database. The WinHF-programme does not 
perform interference conditions. WinHF performs the S/W calculation and it is 
up to the operator to select the operating frequency using the predictions, the 
list of assigned frequencies and the observations of on-air interference. 
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RADARS BASSE FREQUENCE 
COMPATIBILITE AVEC LES AUTRES MOYENS ELECTROMAGNETIQUES 

J.L. Zolesio 
B. Olivier 

Thomson-CSF Airsys 
Airsys/RD/DTO/RNO 
7-9 rue des Mathurins 

92221 Bagneux Cedex, France 

1.   PRESENTATION 

Revolution des menaces militaires conduit ä concevoir 
des systemes de detection et devaluation de la menace 
dont les capacites doivent sans cesse croTtre alors que 
les contraintes economiques deviennent de plus en plus 
fortes. En effet, pour les systemes de surface, la menace 
se caracterise aujourd'hui par les caracteristiques 
suivantes: 

• SER reduites (missiles, avions furtivises voire 
furtifs, ...), 

• domaines de vol etendus (de la tres basse altitude 
pour les missiles de croisiere jusqu'au zenith pour 
les missiles ARM), 

• dynamiques de vol accrues qui permettent 
d'exploiter des masques naturels du terrain 
(helicopteres et missiles de croisiere) et/ou des 
vitesse tres elevees, 

• des potentialites de contre mesure electroniques 
accrues avec du brouillage classique mais aussi 
le masquage de signatures par des moyens 
passifs (absorbants, formes adaptees) ou actifs. 

Les solutions radar continuent ä rester les mieux 
adaptees compte tenu des exigences de portee et de 
fonctionnement tous temps, le recours aux bandes de 
frequence inferieure ä 1GHz constituant une solution 
particulierement interessante pour s'adapter aux 
evolutions de la menace. En effet dans ces bandes de 
frequence on beneficie des avantages suivants : 

• SER des petites cibles (missiles) renforcees 
(phenomene de resonance), 

• Effet des masquages sur le bilan radar reduits 
(detection ä TBA), 

• Effet de furtivite des cibles reduits, 
• Bilan de liaison possible avec des antennes peu 

directives (couverture instantanee importante et 
notamment des sites eleves). 

Sexploitation de bandes basses en radar permet de plus 
de beneficier d'une technologie duale avec les 
telecommunications. 

Differents demonstrateurs de radars bände basse ont 
dejä ete realises et ont permis de verifier l'interet de ces 
bandes de frequence en radar. Aussi, il convient ä 
present de preparer Introduction de tels radars dans les 
forces et notamment leur integration dans les plans de 
frequence. 
Les forces armees beneficient de nombreuses bandes de 
frequence reservees entre 200 et 500 MHz. Le nombre 
de canaux affectes aux besoins de radiolocalisation est 
toutefois limite, les applications principales etant du 
domaine des radiocommunications. La bände 225-400 
Mhz est harmonisee par I'OTAN pour applications 
radiocommunications (relais de telecommunication 
tactiques : RITA pour la France ou communications 
air/air ou air/sol). 

Dans ces conditions, les radars militaires devront etre 
capables d'utiliser soit des canaux affectes ä la 
radiolocalisation soit ceux affectes ä la 
radiocommunication en prenant alors soin de ne pas 
engendrer de gene pour les radiocommunications 
(fonctionnant simultanement avec le radar). Cette 
exigence specifique de ce type de radar conduit ä mettre 
en oeuvre differentes techniques adaptees notamment en 
ce qui concerne Pagilite de frequence et la recherche en 
temps reel de frequence ä CEM Optimale. II convient 
egalement d'exploiter des formes d'onde et des 
dispositifs de reception adaptes aux exigences de CEM. 

2.  SOLUTIONS TECHNIQUES 

Pour garantir la cohabitation des radars avec les autres 
moyens electromagnetiques du champ de bataille il 
convient par ordre de priorite : 

• que le radar ne perturbe pas le fonctionnement 
des autres moyens electromagnetiques, 

• que le radar fonctionne normalement en presence 
des autres moyens electromagnetiques du champ 
de bataille. 

A cette fin il s'agit tout d'abord, de conserver les canaux 
militaires dans les bandes 200-500 Mhz, ceux reserves 
respectivement     ä     la     radiolocalisation     et     aux 
radiocommunications. 
De plus, il faut mettre en oeuvre de facon conjointe des 
caracteristiques techniques particulieres et des strategies 
d'occupation du spectre « intelligentes ». 

2.1   Caracteristiques techniques particulieres. 

II existe trois caracteristiques techniques essentielles: 
• le filtrage spatial, 
• la selectivity frequencielle, 
• ('utilisation de formes d'onde particulieres. 

Le filtrage spatial. 
Les radars prevus presentent generalement des 
antennes directives et dans ces conditions seule la zone 
geographique fixee par le lobe d'antenne est ä considerer 
pour les besoins de CEM. 
Concernant l'impact de remission radar sur les systemes 
de  communication,   le  diagramme  naturel   d'antenne 
permet  de   reduire  de  20   dB   environ   la   puissance 
rayonnee dans les directions autres que celles visees. 
Concernant l'impact d'emissions de 
radiocommunications sur le radar, on peut mettre en 
oeuvre des techniques de Formation de Faisceau par le 
Calcul qui permettent d'augmenter encore le niveau de 
rejection de directions de I'espace autres que celle visee. 
La specificite des radars basse frequence reside ici dans 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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le faible nombre de capteur des antennes exploitees. 
AIRSYS a valide, avec le concours du SPOTI, les 
performances d'algorithmes de ce type. 

La selectivity fröquencielle. 
Dans le principe, il s'agit d'une part de concentrer 
remission radar dans un ou plusieurs canaux en limitant 
au maximum I'energie rayonnee en dehors de ce ou ces 
derniers et d'autre part de reduire la reception radar aux 
canaux exploites en emission. L'objectif est de juxtaposer 
au plus court des emissions radio et radar exploitant des 
canaux adjacents. 
A Immission radar des formes d'impulsion ä 
decroissance spectrale rapides sont utilisees. 
A la reception, il s'agit de renforcer la selectivity des 
etages de reception. Une optimisation selectivite/facteur 
de bruit doit cependant §tre trouvee pour chaque 
application radar envisagee. 

L'utilisation de formes d'onde particulieres 
II s'agit de limiter la puissance cr§te rayonnee par le 
radar afin de limiter a distance donn§e l'impact de I'onde 
radar sur les systemes de communication. Pour cela on 
a largement recours ä la compression d'impulsion, la 
mise en oeuvre de formes d'ondes imbriquees (impulsion 
courte et impulsion longue) permettant de garantir 
simultanement une zone aveugle acceptable. 
D'autres solutions consistent ä 6mettre des impulsions ä 
spectre en peigne (exploitation de plusieurs canaux libres 
non adjacents) bien qu'elle conduisent ä une complexity 
et par consequent ä un cout sup6rieurs (exploitation 
d'une large bände de frequence avec occultation de 
canaux de radiocommunication). 

2.2    Strategie d'occupation du spectre 
«intelligente » 

Deux principaux modes de fonctionnement doivent itre 
envisages. 

Le premier qui est egalement le plus naturel consiste ä 
prendre en compte les radars dans un plan de frequence 
LOCAL. Une analyse du contexte champ de bataille 
montre, en effet, que pour un radar sol/air courte ou 
moyenne portee, il convient de coordonner son emission 
avec les deux ou trois relais de communication tactiques 
les plus proches (RITA pour la France), les autres relais 
plus 6loign6s pouvant fonctionner sur les mSmes canaux 
de frequence que le radar sans g£ne mutuelle1. 

equipements    de    radiocommunication    et    de    bon 
fonctionnement du radar. 

3.   CONCLUSION 

Les travaux menes par AIRSYS depuis de nombreuses 
annees avec le concours de I'administration Francaise 
ont permis de valider l'interet de radars basse frequence 
pour les systemes sols du champ de bataille. 

Differents travaux ont ete menes pour preparer 
Integration de ce type de radar dans les systemes de 
defense actuels ou futurs. Ces travaux ont permis de 
d£finir un ensemble de techniques ä mettre en oeuvre 
dans ces radars afin de garantir simultanement leur bon 
fonctionnement et celui des systemes de communication 
qui occupent partiellement les bandes V/UHF. Par 
ailleurs des contraintes acceptables d'Gtablissement d'un 
plan de frequence local en temps de paix ou d'utilisation 
de formes d'onde adaptees et d'occupation spectrale ä 
CEM optimale en temps de crise garantissent la CEM de 
ce type de radar et des moyens de radiocommunications. 

Plusieurs demonstrateurs existent dejä, ils ont ete 
exploites dans de nombreuses experimentations y 
compris en zone urbaine et ä proximite de bases 
aeriennes ou d'aeroports. Aucun probleme particulier de 
perturbation d'equipements de radiocommunication n'a 
ete note. 

A Tissue de ces travaux il apparaTt que les radars VHF ne 
necessitent que quelques creneaux de frequence dans 
les bandes V/UHF et qu'ils peuvent aisement se placer 
de maniere automatique sur des creneaux disponibles. 
Cette fonctionnalite est garantie par la possibility de 
r6aliser des systemes d'emission reception large en 
V/UHF. 

AIRSYS a developpe des briques de base de radars VHF 
permettant de realiser des demonstrateur ä moindre coüt 
et avec des delais reduits pour preparer le 
developpement de radars operationnels exploitant les 
basses frequences. Les sous-ensembles d'emission et de 
reception prennent en compte les solutions techniques 
d6crites ci-dessus pour r§pondre aux exigences de CEM. 
Ces radars fonctionneront sur des canaux de frequence 
alloues aux forces armees pour applications de 
radiocommunication et de radiolocalisation qui doivent 
done etre au minimum maintenus, voire etendus. 

Le deuxieme mode de fonctionnement peut £tre qualifie 
de mode agile. Dans ce cas, le radar adapte son 
omission ä I'environnement instantane en s'appuyant sur 
une 6coute prealable des emissions presentes mesurees 
par son antenne (voir filtrage spatial). Suite ä cette 
6coute, on s6lectionne une bände de frequence 
permettant de garantir un ecart süffisant avec les 
difterentes emissions presentes. Cet ecart prend en 
compte    les    exigences    de    non    perturbation    des 

resultat obtenus grace aux mesures techniques citees 
precedemment 
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PAPER TITLE Paper 8 - Compatibility of Low Frequency 
Radar with Other Electromagnetic Assets 

AUTHOR :        J-L. Zolesio, B. Olivier 

NAME M. Elliott NATO HQ C3 Staff 

QUESTION 

From your briefing I take it that you realise that only the 225-400 MHz band provides 
a potential frequency resource for this type of radar. Would you prefer frequencies 
towards the lower or upper edges of this band? 

2.Could you say something about the possible planning for the introduction of this 
type of radar into service? 

ANSWER 

Le choix de la bände doit etre considere d'application ä application. La partie basse 
est mieux adaptee pour la propagation en presence de micro-relief alors que la 
partie haute conduit ä des antennes de plus petites dimensions. 

Les modules disponibles ä AIRSYS permettent de realiser des experiences en 
demonstrates avec des details de 2 cm environ. 

NAME :        M. Elliott NATO HQ C3 Staff 

QUESTION 

What size antenna are we discussing, and how can the antenna gains described be 
obtained in this Frequency range? 

ANSWER : 

Les antennes sont du type "longue bände" (brevet Thomson). Les dimensions des 
antennes sont typiquement de I'ordre que quelques metres; celles-ci sont definies 
par les besoins de taclicite. 
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PAPER TITLE Paper 8 - Compatibility of Low Frequency 
Radar with Other Electromagnetic Assets 

AUTHOR :        J-L. Zolesio, B. Olivier 

NAME :        K.S. Kho 

QUESTION 

1. In your presentation you mentioned:- 

a. It has a module to control EMC with Comms in the band 
b. You need several channels in the R/R sub-band 
c. You have also FH Mode for ECCM 

For FH, how many channels are sequenced and whether R/R sub-band will 
be sufficient? Could you explain the relationship of the above elements? 

2. If you do not apply ECCM (FH), would your radar not be very vulnerable 
against simple UHF jammers? 

ANSWER 

L'aspect contre mesure ne fait pas partie de I'expose. On cherche ä limiter le 
nombre de canaux alloues et par consequent l'evasion de frequence ne doit etre 
utilisee qu'avec precaution, surtout pour permettre au radar de se placer ou on 
l'autorise et ceci sur une large plage de frequences. 
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Optimising Radio Network Design 

Simon J. Chapman, 
Steve Hurley 

Rupert Kapp-Rawnsley 

Department of Computer Science 
University of Wales Cardiff 

PO Box 916, Cardiff CF2 3XF 
United Kingdom. 

Email: {simon,sieve,scmrkr}©cs.cf.ac.uk 

1    Introduction 

Designing radio networks that utilise their allocated 
frequencies effectively and efficiently is a difficult 
problem. If a radio network is poorly designed then 
spectrum will be wasted and/or the quality of service 
will be degraded even if a good frequency assignment 
algorithm is used. To produce a well designed net- 
work the designer needs to take into account sev- 
eral competing factors. For example, cost may be 
reduced by having a few omni-directional antennas 
operating at full power, this may produce good area 
coverage and have a small amount of overlap between 
areas (and hence low interference). However, such a 
network may not be able to satisfy the traffic de- 
mands within the area assigned to each antenna i.e. 
its cell To try and overcome this problem more an- 
tennas are required (perhaps using directional an- 
tennas at the same site or additional antennas at 
different sites). However this increases the cost, the 
potential for interference, and increases the difficulty 
of finding a good frequency assignment. For exam- 
ple, if the network design is used to generate channel 
separation constraints between pairs of transceivers 
then the required separations could have higher val- 
ues on a poorly designed network relative to a well 
designed network. Consequently, frequency assign- 
ment algorithms e.g. [5, 4] will find assignments 
which either use a larger range of frequencies than 
may be necessary (for minimum span assignment) or 
have a higher number of constraint violations in fixed 
spectrum problems. 

The radio network optimisation problem involves de- 
signing a radio network using an optimisation algo- 
rithm that takes into account competing factors. For 

example, the final network can be optimised for cost, 
interference, handover and traffic demands. Other 
constraints can be included as necessary. Some re- 
lated work using models of varying complexity ap- 
pear in [2, 7, 8, 1, 6, 3]. 

2    The Generic Model 

Described below is a network model. The network 
is defined within a working area V. Any values that 
can be varied are framed at their first occurrence. 

Any point on V is defined by coordinates (x, y). For 
simplicity, points on V are only defined on a grid. 
Such data we shall refer to as mesh-data. 

Points within V that have been tested for reception 
are known as reception test points. These are repre- 
sented by "R., where 

ft = {^l>#2,---)ftnTC}- 

n-ji is the total number of reception test points. We 
represent a typical reception test point by Ri where 
1 < i < n-ji 

Mesh-data is provided for the following: 

• relative elevation, 

• propagation loss estimates, 

• service, and 

• traffic. 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
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Other data, which we shall refer to as engineering- 
data, is provided for the following: 

• candidate site positions, 

• candidate site legacy status, 

• antenna types defined by horizontal and vertical 
diagrams as well as transmission gain and loss. 

Both the mesh- and engineering-data are described 
in more detail below. 

2.1    A Network. 

Consider a number of candidate sites 

C  =   {Ll, L2, ••■ , ■knc.ndid.t,}- 

^candidate is the total number of candidate sites. 

A network, M, is composed of sites chosen from the 
list of candidate sites C (J\f Q £). To define a net- 

work we define an "on gene",  y , where 

y = {j/i > 2/2. • ■ • > 2/nC8ndld„e}, 

where, for the Ith candidate site in £, 

0,    if site Li is "off", i.e. it is not used, 

Vi = < 1,    if site L; is operational, i.e. it is used 
(contains at least one station). 

Therefore a network is defined as follows, 

TV    = {L[ : yi — l,Li € C, 1 < I < ncandidate} 
= {N1,N2,---,Nnopmtla„l} 
~  i/*m ' -^ S ^ S ^operational/' 

Nm represents an operational site and noperationai < 

^■candidate* 

In cases where an existing network is to be altered 
to cope with new conditions we have to take into 
account the presence of legacy, or currently opera- 
tional, sites. Therefore, in addition to the "on gene" 
we have to provide a "legacy gene", Z, where, for 
the Zth candidate site in £, 

Z —  \Zl,Z2, • • ■ )^nc.„didate)> 

where, 

0,    if site Li is a new candidate, i.e. it is 
not part of an existing network, 

zi = < 

A network provides a service based upon criteria de- 
fined by the network operator. The nature of the 
expected service for a network defined on V is given 
by S. The set 5 is defined as the set of points: 

•S = {51,52, • • ■ ,Sns}. 

ns is the total number of service test points. We 
represent the service at reception test point Ri by 

Si. 

Also during operation the network must handle the 
traffic in an efficient way. The expected traffic de- 
mand for a network defined on V is given by T. The 
set T is defined as the set of points: 

T — {ei,e2,---,enr}, 

where each point in T is measured in Erlang. 717- 
is the total number of traffic test points. We repre- 
sent the traffic, measured in Erlang, at reception test 
point Ri by e*. 

We have the following inclusion: 

TCSCTZ, 

and 
nj- < ns < n-n- 

2.2    A Site. 

The monetary cost of a site is represented by 

F = {/i>/2,--- >/nc .}• 

Each operational site consists of one or more base 
stations (BS). The model represents a base station 
by 

7mfcm, where km G {1,2,- ,BS } 

1,    if site Li is "legacy", i.e. it is part of 
an existing network. 

where -ymkm is the k^ base station of operational site 
Nm, and where n^f is the number of base stations 
at site Nm. For an operational site n^s > 1. 

A candidate site, L;, has position on V represented 

by 
h = (xi,yi,hi) 

where xi and j/; are the x- and y-coordinates (in Lam- 
bert II coordinates) of candidate site Li, and hi its 
height above sea-level. Instead of the height we use 
an angular elevation mesh. 

The angle of elevation to each point defined on V 
relative to each site is given by £. Where, 

£ = {ai,Q2,---,anc.ndI(1.te}. 
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a; is the angle of elevation to each mesh-point defined 
on V relative to site L\. 

The propagation loss to each mesh-point defined on 
V relative to each site is given by Q. Where, 

Q = {<2i,Q2,- •• , Qnc„did.t(;}- 

Qi is an estimate of the propagation losses to each 
mesh-point defined on V relative to site L\. 

2.3    A Base Station. 

The model considers a set of base stations, B, such 
that: 

B — {Bi,B2,- • • ,BnB}, 

where ng is the total number of base stations. 

The fcj£ operational base station of site m is repre- 
sented by 7mfem- Hence, we have 

m 

7mfcm = Bj if j = J2 rffi + km. 
m'=X 

A given base station, Bj where 1 < j < ng, situated 
at site Nm has a number of operational parameters 
that we are free to change. 

• B?' 

• Bf 

is the transmitting power of Bj. 

is the antenna type of Bj. 

B! 

is the tilt of the antenna of Bj. 

is the azimuth of the antenna of Bj. 

B?RX is the number of TRX devices used by 

Bj. 

panel directive. The "directiveness" of an antenna is 
characterised by a radiant loss diagram. To fully de- 
scribe a directive antenna's radiant losses as a func- 
tion of angle requires two diagrams - horizontal and 
vertical (see Figure 1 as an example). 

Large Directive Antenna Pattern    ' 

! :     ■:  

Figure 1: Radiant losses for a large panel directive 
antenna 

Therefore, for a given antenna type we have radient 
loss characteristics 

2.4    Antennae. 

A set of antennae, A, is defined such that: 

A = {A1,A2,---)AnA}, 

where n^ is the total number of antenna types. 

Each base station, Bj, has one antenna. An antenna 
can be omni-directive, narrow panel directive or large 

and 

-^-'horizontal» 

■^vertical • 

Each antenna has an additional fixed transmission 
gain and loss represented, respectively, as 

GA and A^. 
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2.5    Mobile. 2.6.4    Handover. 

A set of mobile stations, M, is defined such that: 

M = {MuM2,---,MnM}, 

where UM is the total number of mobile stations. 
Each mobile station has an associated reception gain 
and loss represented, respectively, by 

QM and \M- 

The handover, handu, operates on the cell, Cj, of the 
base station Bj and is defined as the subset of points, 
Ri, in Cj such that the field strength at Ri recieved 
from base station Bj is at least within u of the field 
strength at each Ri received from a neighbour base 
station Bj>. That is, 

handuCj =    {Ri : Ri € Cj\ keiuCj and 3 j' ^ j 
s.t. \Fj(Ri)-Fj,{Ri)\<n}. 

The mobile type at a given reception test point is 
given in the set of service test points, 5. That is 
the mobile type is a function of Sj. Therefore, we 
represent a mobile at a given service test point Si by 
Mi (i.e. the mobile to be serviced at Si). 

For a given cell the handover may be satisfied by 
more than one base station. The target number of 
neighbour base stations that overlap a cell's handover 
region is given by 

hj. 

2.6    Definitions. 
2.6.5    Connectivity. 

2.6.1    Downlink Field Strength. 

For a given base station, Bj, situated at site iVm the 
downlink field strength at a reception point, Ri, is 
given by 

Fj(Ri) B?' + GA(B 

Qm{Ri) 

ATN 
j     I ^A(Bf) 

~~      ^horizontal {Bj     ,Bj,Ri) 

-    Dveitica}(Bf,B^aj(Ri)) 
+    gM(Mt) - XM(Mi). 

2.6.2    Cell. 

A set of points, X, is fully connected if there ex- 
ists some path joining any two points within X. We 
represent this by Xc — 1. 

If a fully connected set does not exist but that set 
when split into two disjoint subsets forms two fully 
connected subsets then we represent this by Xc = 2 
and describe each subset as a component of X. 

Therefore, Xc = n means that the set X is composed 
of n connected components. 

In our case we are interested in the connectivity of 
the entire network where a service is defined, 5C, and 
the connectivity of individual cells, C|. 

A cell, Cj, is defined for base station Bj as the set 
of points such that: 

Cj = {Ri : Fj(Ri) > Si}. 

2.7    Constraints and Objectives. 

2.7.1    Existing Network. 

2.6.3    Kernel. 

The kernel, keru, operates on the cell, Cj, of base 
station Bj and is defined as the subset of points, Ri, 
in Cj such that the field strength at Ri recieved from 
base station Bj is at least u above the field strength 
at each Ri received from all other base stations, Bj> 
j' ^ j. That is, 

ker„C7i =    {Ri : Fj(Ri) > S{ and Vj' ^ j 
Fj(Ri)-Fj,(Ri)>u}. 

If existing sites cannot be decommissioned then we 
have the following constraint 

if Z| — 1 then j/; = 1 always. 

2.7.2    Number of Sites. 

The number of sites are constrained as follows 
^candidate 

min     52    Vl 
l=i 
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2.7.3    Cost. 3    Network Initialisation 

The total monetary cost is constrained as follows 

^candidate 

2.7.4    Cover. 

mm £ fivi 
i=i 

The initialisation process differs based upon the type 
of network design that is required. We distinguish 
between two, greenfield and expansion. 

Greenfield regions contain no initial or starting net- 
work. The starting network for such a region is ini- 
tialised as follows: 

For all service test points, Ri, we require 

nB (  1, if Ri 6 ker„Cj, 

j=i y hj, if Ri £ handuCj 

such that 

and 

where 

0, else 

2.7.5    Connectivity. 

We require that all service test points defined on V 
be connected. That is, 

1. 

We also require that a cell be fully connected. That 
is, the cell has only one component: 

C) = 1. 

2.7.6    Traffic. 

We maximise the traffic across a cell.   That is, for 
each cell, Cj, 

max 
(BJKX) J2 ei- 

3 JErlang ^^ 

The theoretical minimum number of antennae, 
Nmin, that are needed to satisfy the total net- 
work demands of the proposed network, is cal- 
culated as 

rETfi 
T 'max 

Where Tmax is the maximum traffic that a single 
antenna can service. 

• The starting number of antennae for the pro- 
posed network, Natart, is calculated as 

N„ = ßNn 

ß is a control parameter in the range 0 < ß < 
ßmax, where 

Pmax — 
^candidate **a 

N   ■ 

(JBjRX)Erlang is the capacity, measured in Erlang, of 

base station Bj produced by BjRX TRX devices. 

^candidate, is the total number of potential sites, 
and N^tlnna is the maximum number of anten- 
nae allowed at one site. If ß is low the network 
is built via an "additive" process; while if ß is 
large the network is built via a "subtractive" 
process. 

• Nstart omni-directional antennae are then posi- 
tioned at randomly chosen sites. 

In contrast to greenfield regions an expansion region 
contains an existing, legacy, network. The design 
requirement is to extend or improve this network in 
order to satisfy new constraints and objectives. The 
initialisation process simply involves using the legacy 
network as the starting network. 

4    Network Design 

Once a starting network has been chosen the design 
process can begin.  During the design a number of 
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"trial" networks are generated from previous net- 
works by investigating a network's neighbourhood, 
which could be generated randomly or involve more 
intelligence. Then based upon the cost, C, of this 
trial network, a decision, controlled by a simulated 
annealing algorithm, is made as to whether an im- 
provement has been obtained. If an improvement 
occurred the trial network is kept. If no improve- 
ment occurred (modulo the simulated annealing al- 
gorithm) then it is discarded and the previous best 
network retained. 

The design process is currently identical for both 
greenfield and expansion regions. 

5.2    Coverage (global) 

The coverage cost is given by 

C2 

,STP 
''hole 
,STP 
Hotal 

Where n^f is the total number of STP that are not 
assigned to a cell and nfjt^ is the total number of 
STP. 

5.3    Traffic coverage (global) 

5    Cost Function 

The current measure of performance for a trial net- 
work is based on a weighted, additive cost of several 
components. Our multi-objective function takes into 
account several factors as listed below. Others can 
be added as necessary. The goal is to minimise the 
overall cost, C, which is given by 

C = J2"iCi 

We are currently experimenting with two global, 
traffic-based cost functions. The first considers the 
traffic coverage across the set of TTP. 

C: 3a 

/TTP 
lhole 
nTTP 
''total 

Where nj^f is the total number of TTP that are 
not covered by any cell that has total traffic < Tmax, 
where Tmax is the maximum traffic that a cell can 
service, and nj££ is the total number of TTP. 

Where w* > 0 are weighting factors. 

5.1    Site cost (global) 

The second considers the  actual traffic coverage 
across a cell. 

C: 3b 
Z<Ti 

The monetary cost of all the sites in a network is 
given by 

EiSlfi 
Ci 

Eifi 

Where fc is the cost of deploying site i and S\ — 1 if 
site i is used and 0 otherwise. We use 

1, if there is no change on site i with 
respect to the initial network; 

2, if there is any change on site i with 
respect to the initial network; 

5,    if site i is newly installed with respect 
to the initial network; 

7,    if site i is removed with respect to the 
initial network. 

n 

Where 7j is the total traffic enclosed by cell i, and 
<S3 = 1 if Ti < Tmax, and 0 otherwise. 

5.4    Handover (global) 

The handover objective requires that each cell, i, 
have hlarget neighbour cells capable of providing han- 
dover. 

C5 = £ | h<arget - hi | 
i 

Where hi is the actual number of handover cells for 
cell i. 

5.5    Overlap (global) 

If a greenfield network design is required then fc is 
automatically set to 5. 

The overlap objective requires that each cell, i, have 
zero neighbour cells, excluding handover cells, that 
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Total traffic 3211.0 
Total number of sites 250 
Minimum number of stations 75 
Number STP 29954 
Number TTP 4967 

Table 1: Network details 

Site Wi 0.1 
Coverage W2 1.0 
Traffic (TTP) W3a 0.0 
Traffic (cell) ^36 2.0 
Handover W5 0.1 
Overlap W6 0.5 

Table 2: Cost function weights 

can service at least one STP within cell i. We con- 
sider overlap to be a measure of the interference of a 
network. 

The cost function for overlap is: 

C6 = J26i(n°VerlaP-hi) + {l-6i){n°ver,ap-hlarget) 

Where n°ver ap is the total number of neighbour cells 
that can service at least one STP within the region 
defined by cell i. h^rge is the required number of 
handover cells, hi is the actual number of handover 
cells for cell i and where <$g 
otherwise. 

1 if hi < hfrget and 0 

Before After 
number of cells f^cells 0 162 
total cost C 00 0.6449 
coverage W2C2 1.0000 0.0584 
cellular traffic U3bC3b OO 0.1503 
handover W5C5 0.0000 0.0142 
overlap üjßCe 0.0000 0.2930 

Table 3: Greenfield design results 

Before After 
number of cells Tlcells 180 173 
total cost c 0.6269 0.4358 
coverage W2C1 0.0654 0.0511 
cellular traffic W3&C36 0.1440 0.0363 
handover W5C5 0.0102 0.0110 
overlap WßCe 0.3330 0.2890 

Table 4: Expansion design results 

6.1    Greenfield Design 

To initialise the network ß is set to zero i.e. the 
network will be built in an additive manner. Figure 
2 shows the progress of the design in relation to the 
various cost function components. The total cost 
decreases along with most of the components. As 
expected the overlap increases since 

• the starting network is empty i.e. overlap free, 
and 

• the overlap cost is weighted relatively low. 

6    Preliminary Results 
Table 3 gives the values of the cost function compo- 
nents for the initial and final network design. 

Preliminary results are presented for a network which 
is detailed in Table 1. The minimum number of sta- 
tions, Nmin, is given by 

r£r< 
im 

Where Tmax is the maximum traffic that a single 
antenna can service, currently set at 43 Erlangs. 

The weights used to define the cost function are given 
is Table 2. 

6.2    Expansion Design 

Here we use an existing legacy network as the start- 
ing network for the design process. Figure 3 shows 
the progress of the algorithm in relation to the var- 
ious cost function components. In contrast to the 
greenfield network the overall cost decreases much 
more slowly. Table 4 gives the values of the cost 
function components for the initial and final network 
design, from which we observe that the final design 
requires less cells, improves area and traffic cover- 
age, improves overlap but generates slightly worse 
handover regions. 
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5000 

Figure 2. Variation of cost components over 5000 iterations for the greenfield design. 
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logarithmic plot of cost 
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F/gure 3. Variation of cost components over 3000 iterations for the expansion design. 
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PAPER TITLE Paper 9 - Optimising Radio Network Design 

AUTHOR :        S.J. Chapman et al 

NAME :        I. White 

QUESTION 

1. Why don't your results quantify overlap figures? 

2. Where do Meta heuristics come from and how are they used? What can you 
say about this course and run time? 

ANSWER 

1. Simply put, we have not yet done enough work in that direction. The current 
methods for interference evaluation are speculative. We assume they will be 
sympathetic to the FAP and hope to quantify this in the future by the 
application of up to date interference evaluation methods. 

2. The meta-heuristics are standard 'themes' for search algorithm design. They 
are applied and analysed for weaknesses, adjustments are then made to 
improve their performance. 

In general, 'hand-crafted' heuristics will perform better than meta heuristics 
because they are fitted closely to the problem structure. However, heuristics 
which take account of problem specific information will be programmer 
intensive to employ. Meta-heuristics are computationally intensive (a cheap 
commodity) and may be employed 'off-the-shelf, to a wide variety of 
problems. 
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The Impact of Protection Criteria and Assignment Order on Military Air Ground 
Air Frequencies 

K.S. Kho, M. Elliot 
NATO HQ C3 Staff 

Frequency Management Branch 
1110 Brussels, Belgium 

1    Introduction 

Tactical air communications use the UHF 225 
- 400 MHz military band in NATO Europe. 
Overall management of the military use of the 
band is performed by the NATO Frequency 
Management Sub-Committee (FMSC). The 
band is divided into allotments for each type of 
system e.g. Radio Relay (R/R), [Instrument 
Landing System (ILS),] UHF Satellite and Air- 
Ground - Air (A/G/A), based on an Allotment 
Plan agreed by the FMSC. The management 
of the A/G/A assignments is then performed 
centrally by the Frequency Management 
Branch (FMB) of the NATO HQ C3 Staff at 
NATO HQ, using a software tool called NATO 
UHF Frequency Assignment System (NUFAS 
2). 

This paper first describes the assignment 
system of NUFAS 2 and then focuses on the 
results of an investigation into the impact of 
assignment order on the results of a bulk 
assignment process. 

Paragraphs 2 to 7 are background information 
for your convenience. 

2    Individual    and    Batch    versus    Bulk 
Assignments 

NUFAS 2 has two basic features for assigning 
frequencies. They are as follows: 

The FMB staff uses the Individual and Batch 
Assignment feature for day to day 
assignments to meet requests for 
air/ground/air frequencies. 

3    Type of Assignments 

The various types of A/G/A assignments are 
described below: 

Simple assignments 

Simple assignments are assignments for 
A/G/A communications within a single service 
volume. The service volumes defined by the 
users should accurately match the operational 
area of use of the communications. 

Pooled assignments 

A pool of assignments is a set of assignments 
with associated individual service volumes 
where a common frequency is required for all 
members of the pool. 

. -     Pre-assignments 

Pre-assignments are assignments where the 
frequencies are already defined in the 
requests. Both simple and pooled assignments 
can be pre-assigned. 

a. Bulk Assignments 
b. Individual      and 

Assignments 
Batch 

The Bulk Assignment feature is used by the 
FMB staff in the case where a high number of 
assignments should be carried out as a part of 
re-organisation of the UHF band. In this case, 
an algorithm to order the assignment requests 
is provided. The degree of constraint of 
assignments in fulfilling assignments rules, 
varies a lot. In order to maximise the chance of 
success in calculating frequencies, the more 
constraint assignments should be handled 
before the less constraint ones. 

4    Assignment Rules 

The assignment algorithm of NUFAS 2 system 
considers the following three aspects: 

a)   Resource Rules 

The availability of frequencies for any request 
for assignment is investigated by NUFAS 2 in 
accordance with rules based on the FMSC 
Allotment Plan for the UHF band. With these 
rules, the FMSC decisions regarding usage of 
frequencies, protection to restricted / sensitive 
frequencies etc. can be realised. 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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b) Cosite Protection 

Cosite Protection rules are used to avoid 
mutual interference between assignments of 
frequencies located at a single site. The user 
can define minimal frequency separation, 
harmonic protection from VHF frequencies on 
the site and also Intermodulation (IM) 
protection from 2 signal 2nd order up to 3 signal 
5th order IM products. 

The cosite constraints concerning the level of 
IM product and frequency separation can be 
relaxed up to two times resulting in up to three 
qualities of assigned frequencies. 

c) Intersite Protection 

The intersite algorithm calculates the channel 
separation required between two assignments 
that are not cosited. The module can 
determine whether no channel separation, or 1 
channel, 2 channels or 3-channel separation is 
required for the pair of assignments under 
consideration. The number of channels 
considered is a program constant that can be 
set to higher values if required, but with a 
consequential impact on processing time. 

be re-assigned. Therefore the algorithm to 
perform the task is different from the algorithm 
used in the case of individual and batch 
assignments. In bulk assignment, a matrix is 
created by NU FAS 2 which is used to order 
the assignment requests in assignment 
difficulty. The matrix will contain the minimal 
frequency separation required between each 
request and each back-ground assignment or 
request. The assignment order is derived 
based on the minimal frequency separation 
values and weighting factors. 

6    Matrix and Assignment Order 

In the case of bulk assignments, the process 
of assigning frequencies will only be started 
after creating this "Bulk Assignment Matrix" 
and ordering the assignment requests. In 
principle, the matrix contains the following 
information: 

a. Channel separation required between 
two assignments 

b. The measure of difficulty of the 
assignment (the "Score"), based on 
the channel separation values and the 
weighting factors. 

5    Bulk Assignment 

When the UHF band is re-organised, a high 
number of A/G/A frequencies, if not all, should 

An illustration of a matrix is given below: (Note that the matrix is symmetrical) 

XXX Ass1 Ass2 Req1 Req2 Req3 Req4 Req5 Req6 Req7 Score 

Ass1 XXX 4 3 1 2 5 3 2 63 

Ass2 XXX 3 4 2 0 3 1 4 28 

Req1 4 3 XXX 1 4 4 0 5 3 71 

Req2 3 4 1 XXX 2 3 4 0 1 29 

Req3 1 2 4 2 XXX 1 2 4 0 25 

Req4 2 0 4 3 1 XXX 0 1 4 24 

Req5 5 3 0 4 2 0 XXX 0 5 93 

Req6 3 1 5 0 4 1 0 XXX 4 60 

Req7 2 4 3 1 0 4 5 4 XXX 69 

Legend:       Ass1 = an existing assignment 
Req1 = Request for an assignment 
Score = Score using current weighting factors 

Pooled   assignments  are  considered   as  a 
group. Each member of a pool has its matrix 

value set to the highest value for the pool 
members.    This    process    is    called    the 
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"Poolification" process. If for example, Req1, 
Req3 and Req7 are members of a pool, then, 
after poolification, the score values for Req1, 

Req3 and Req7 will be then 102. The rows 
concerning Req1, Req2 and Req3 becomes as 
follows: 

XXX Ass1 Ass2 Req1 Req2 Req3 Req4 Req5 Req6 Req7 Score 
Req1 4 4 XXX 2 XXX 4 5 5 XXX 102 
Req3 4 4 XXX 2 XXX 4 5 5 XXX 102 
Req7 4 4 XXX 2 XXX 4 5 5 XXX 102 

Therefore Req1, Req3 and Req7 will be assigned first and not after the assignment of Req5. 

7    Weighting Factor 

To reflect the degree of difficulty in assigning 
frequencies, a weighting factor is applied to 

each matrix value. The current weighting factor 
applied is as follows: 

Channel Separation Required 
(channels) 

Weighting factor 

0 0 
1 1 
2 3 
3 5 
4 7 
5 (cosite) 39 

Table 1: Current weighting factor of NUFAS 2 system 

The current weighting factors mentioned in 
table 1 were selected based on the results of 
an investigation on frequency assignment 
algorithms carried out in an earlier study into 
frequency assignment algorithms1. This 
weighting factor equals the number of 
channels denied to a request by a given 
required channel separation. 

Once the assignment order is determined, the 
actual assignment of frequencies to requests 
takes place. For each request, each frequency 
in the Resource List is examined in a pre- 
defined order until an assignable frequency is 
reached that passes all the assignment rules. 
This frequency is then assigned to the request. 
Requests are processed in decreasing order of 
difficulty until all the requests have been 
assigned. Some requests may remain un- 
assigned at the end of the process ("failures"). 

1 Dr. T.A. Lanfear 
NEMCA Project 5, 
'Graph     Theory     and 
Assignment', dated 1989 

The results of the bulk assignment depend on 
the weighting factor used. In principle, the 
weighting system reflects already most of the 
aspects regarding the degree of difficulty in 
finding frequencies. However, the trial results 
indicate that the tuning range is also significant 
in this respect. 

8    Test Method 

The investigation that was carried out 
considered the impact of changing the 
weighting factors on the results of the bulk 
assignment process. For each trial and set of 
weighting factor, the bulk assignment was run. 
The results were assessed by considering the 
failures. In addition, graphs of assigned 
requests against the resource number were 
used to assess the efficiency of the ordering 
process. 

Radio     Frequency 
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9    Scenario 

The number of A/G/A records in Master Radio 
Frequency List (MRFL) database was 13056. 
The distribution of the sorts of records was as 
follows: 

Number of Background assignments: 0 
Number of request: 13056 of which : 

Pre_assignments: 3161, 2478 of them 
were in 349 pools 

Normal  Requests:  9895, 
were in 1406 pools 

7294  of them 

It can be seen that most of the assignments 
were inter-related in pools. 

The trials were caried out with five different 
sets of weighting factors. The weighting factors 
used area as follows : 

Channel 
Separartion 
Required 
(channels) 

No    Weighting 
factor 

(Trial 1) 

Current 
Weighting factor 

(Trial 2) 

Weighting 
factor 

(Trial 3) 

No   Weighting 
factor Cosite 

(Trial 4) 

No weighting 
Factor   Intersite 
(Trial 5) 

0 0 0 0 0 0 
1 0 1 1 1 0 
2 0 3 2 3 0 
3 0 5 3 5 0 
4 0 7 4 7 0 
>4 0 39 19 0 39 

10  Results 

The results of the trials are as follows : 

Results Trial 1 Trial 2 Trial 3 
Failures 1   Normal Request and 65 Pooled 

Requests  failed   involving  4  pools 
with 15 to 25 members per pool (5 
frequencies) 

174   Pooled   Requests  failed 
involving 11 pools with 11 to 
25   members   per   pool   (11 
frequencies) 

No failures 

Results Trial 4 Trial 5 
Failures 80 Pooled Requests failed involving 4 pools 

with   15   to   25   members   per   pool   (4 
frequencies) 

1 Normal Request failed with very limited 
tuning range (1 frequency) 

The results in terms of failures, were not 
consistent. Trial 2, which should be the optimal 
weighting, was even the worst trial. This is 
caused by the complicated nature of the 
military frequency records such as pre- 
assignments, pooled assignments etc. Clearly, 
the. relatively small number of failures is 
sensitive to the weighting factors choosen. 

It can also be seen in trial 5 that a weighting 
value that only takes into account cosited 
assignments still leads to a good result. 

The distribution of the frequency usage in trial 
3 is given in figures 1 to 3 at pages 5 to 6. 

Figure 1 shows the distribution of the assigned 
frequencies. It can be seen that the distribution 

is random. The frequency resources are 
scrambled by blocks of 20 channels in a 
random manner. The empty sub-bands 
represent sub-bands alloted to other military 
systems. 

Figure 2 displays the frequency re-use rate. 
The resources with lower numbers are re-used 
more than the others. This is logical, since the 
frequency assignment 
algorithm is based on the frequency 
exhaustive method. In the next version of the 
assignment system, NUFAS 3, the algorithm 
will be expanded with selection based on other 
criteria such as the best D/U ratio or the least 
used frequency etc. This new algorithm may 
lead to a more random distribution of 
frequency re-use. 
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Figure 3 displays the resource number as a 
function of the ordered assignment. Due to the 
frequency exhaustive algorithm used, 
frequency resources with lower position 
numbers are more assigned than the ones with 
higher position numbers. 

It can be seen in figure 3 that resources with 
numbers between 6000 and 7000 have 
relatively few assignments. Therefore, it is 
expected that it would still possible to 
accommodate some additional assignment 
requests. Based on the current occupancy of 
the UHF band, the frequency assignment 
system will face serious frequency resource 
problems if the number of available resources 
for Air/Ground/Air assignments is cut by 14% 
(i.e. 1000 of 7000 channels). 

These trials were conducted in the scope of 
defining algorithms for NUFAS 3. 

Based on the trial results, the FMB Staff is 
developing a new weighting factor algorithm to 
take into account the availability of frequency 
spectrum for assignments. The new algorithm 
is still to be tested. 

11  Conclusions 

It is concluded that: 

assignment    requests    is 
in    a    bulk    assignment 

Ordering 
essential 
process. 
The attributes of the FMSC frequency 
records are so complicated that the 
optimal weighting algorithm can only 
be determined empirically. 
An improved result might be achieved 
by   taking   into   account   frequency 
spectrum       availability       regarding 
requests 

12 Way Ahead 

The future NUFAS 3 system will use an 
improved weighting factor algorithm. Further 
trials of the impact of the adjacent channel 
protection criteria are also planned. 

Figure 1: Assignment Number as function of Frequency 
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Figure 2: Resource Reuse Rate as function of the Resource 
Number 
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PAPER TITLE Paper 10 - The Impact of Protection Criteria 
Assignment Order on Military Air Ground Air 
Frequencies 

AUTHOR :        K. S. Kho, M Elliott 

NAME :        N. Wheadon 

QUESTION 

1. What form are the requests received at the FMB, using standard templates; 
manually or automatically using e-mail? 

2. How do you account for Frequency Hopping (FH) system and the possible re-use 
of those frequencies? 

ANSWER 

1. Unfortunately, for the moment our message exchange is conducted manually 
using the so-called ABNF Forms or 14 point message. However, in several 
months time, it will be automatic. The messages will be electronic messages 
under the so-called ARFA data Exchange Format (ADEF) supported by a user 
interface called ARCADE. 

2. The management of Frequency Hoppers in the UHF band is treated separately 
from the Fixed Frequency radios. The UHF frequency hoppers Have Quick II and 
SATURN are not managed using NUFAS but a program called NATO Net 
Number Assignment System (NANNAS). NANNAS assigns net numbers to 
frequency hoppers. We have only a single hopset for UHF frequency hoppers. 
Therefore, we do not assign hopsets (only net numbers). 

Additional remarks by Co-author: 

3. The processing time for a complete bulk assignment is several hours, and so we 
have assumed that an optimising algorithm may be impractical. 

4. Also I would like to clarify that the wartime hopsets for the current UHF frequency 
hopping radio, HAVE QUICK II, are quasi-fixed in the radio. This is because 
otherwise it is difficult to ensure interoperability between aircraft coming together 
from different countries for a common mission : it is necessary for interoperability 
to have exactly the same frequencies stored in the radio. Although the hopsets 
are held in re-programmable memory there is no infrastructure available to 
change to a new hopset. However, for the next generation radio SATURN there 
will be an infrastructure to make it practical to change hopset, although this will 
still require a significant lead time. These hopsets should therefore be 
considered as allotments from the NATO Frequency Management Sub- 
Committee, subject to only occasional change. The hopping channels however, 
are analogous to frequencies and are managed by the net-number assignment 
tool already mentioned. 
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PAPER TITLE Paper 10-The Impact of Protection Criteria 
Assignment Order on Military Air Ground Air 
Frequencies 

AUTHOR :        K. S. Kho, M. Elliott 

NAME :        E. Tsang 

QUESTION 

1.  Could you explain where the algorithm spends the processing time? (This is to 
follow up Glyn Wyman's question.) 

ANSWER 

1. The bulk assignment process is divided in 5 phases. The phases are as follows: 

Phase 1 : Validation of the records 
Phase 2 : Processing of Pre-assigned records 
Phase 3 : Construction of Matrix 
Phase 4 : Weighing 
Phase 5 : Assignment of frequencies 

2. The most time consuming process is the construction of the matrix. The other 
processes are also time consuming but require much less than the time required 
for the matrix construction phase. 

NAME :        G. Wyman 

QUESTION : 

1.  Have you considered optimising the sequential algorithm applying multiple 
attempts rather than improve the initial order with a single pass? 

ANSWER 

1.  Yes, we have considered optimising the algorithm. In the next system we will try 
to improve the results with other criteria in selection of valid frequencies e.g the 
best D/U ratio, least re-use etc. Our problem is more in obtaining accurate data 
from the users. The time sharing aspect for instance is still not yet exploited. The 
bulk assignment process is a very long process. With our current machines, the 
process last 48 hours. In the future, with the new machines, it is expected that it 
would be possible to apply further optimation algorithms. 
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Paper 10 - The Impact of Protection Criteria 
Assignment Order on Military Air Ground Air 
Frequencies 

AUTHOR K. S. Kho, M. Elliott 

NAME Mr. Jaeger 

QUESTION 

1. The UHF frequency band seems to be very occupied. In the previous 
presentation, we heard that a new UHF radar is in development. Have the 
possible effects of the introduction of this radar already been considered? 

ANSWER 

No, this radar is still not yet considered. In NATO, we have a procedure called 
"Frequency Supportability Request" which is similar to the US procedure we heard 
about in an earlier briefing. All electronic equipment deployed in NATO Europe must 
have frequency supportability. The introduction of radar in the UHF band will cause 
problems. It is still not yet possible to say more about this since we have not 
received any frequency supportability request for UHF radars. However, if we do 
receive a frequency supportability request for UHF radars, we will then consider it 
carefully. 
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ARE THERE EFFECTIVE BINARY FREQUENCY SEPARATION CONSTRAINTS 
FOR FREQUENCY ASSIGNMENT COVERAGE PROBLEMS? 

Joe Bater, Peter Jeavons, David Cohen and Nick Dunkin 

Department of Computer Science 

RHUL, Egham, Surrey, TW20 OEX, England 

email: {joe,pete,dave,nickd}@dcs.rhbnc.ac.uk 

SUMMARY 

Frequency assignment in cellular radio networks 
is often modelled using binary constraints be- 
tween pairs of transmitters. These constraints 
restrict possible frequency channel assignments 
in order to reduce the risk of unacceptable inter- 
ference. Here we question the adequacy of binary 
constraints of this kind to represent the problem 
effectively. 

In this paper we examine the use of binary con- 
straints, based on predicted interference between 
pairs of cells [1, 2, 3]. Having generated the bi- 
nary constraints, they are solved using standard 
heuristic solution techniques (e.g. [4]), and tested 
back against the original system model. 

In many of the instances these solutions fail to 
provide complete coverage. By considering solu- 
tions calculated directly from the system model 
(i.e. a single global constraint), we obtain solu- 
tions to all problem instances which provide per- 
fect predicted coverage. 

To achieve coverage in the binary model it 
is necessary to tighten the constraints in these 
instances by increasing the reference carrier-to- 
interference thresholds at which constraints are 
enforced. This additional restriction forces the 
number of channels used in the solution to grow 
beyond that required of the global constraint so- 
lution. 

We conclude that representing the frequency 
assignment problem using binary constraints may 
be inadequate to capture the essential features of 
the problem, and that it may be necessary to 
include higher-order information in any effective 
model. 

Another conclusion concerns the lower bounds 
on the number of channels required that are 
sometimes calculated from a binary constraint 
model, using maximal cliques in the constraint 
graph, or other techniques [5, 6]. If the binary 
constraint model is not an adequate representa- 
tion of the problem, then any such lower bound 
may be unreliable as an estimate of the spectral 
resources required for a cellular radio system. 

1. INTRODUCTION 

The frequency assignment problem (FAP) is a 
genuine hard problem of practical importance 
to both civil and military administrations. The 
FAP can, according to it's particular definition, 
encompass one of a number of possible tasks. We 
are particularly concerned with coverage prob- 
lems in dense networks, such as those existing 
for mobile telephone networks. 

The essential characteristic of these is that 
a frequency must be assigned to each trans- 
mitter (Tx) in such a way that the carrier-to- 
interference ratio (C-I) at any receiver (Rx), re- 
ceiving signal from a specified Tx, in the region 
to be covered is greater than some specified ac- 
ceptable value. 

VRx, BTxiink  : C-I > C-Iacceptable (1) 

Coverage tasks can take a number of guises. Two 
common such coverage-type tasks are: 

1. Minimise the spectrum requirement, by find- 
ing a satisfactory assignment which uses the 
smallest number of distinct frequencies. 

2. Maximise the solution quality, by finding an 
assignment using a given fixed allocation of 
frequencies that provides the best possible 
coverage (there are many possible optimisa- 
tion criteria). 

The work described here concerns the first 
of these tasks and investigates some of the as- 
sumptions commonly made when modelling this 
kind of FAP. Specifically, we question the as- 
sumption made in many previous studies that bi- 
nary constraints (constraints which restrict the 
values on pairs of transmitters) can be effi- 
ciently found which specify the problem effec- 
tively [1, 7, 8, 9, 10, 11, 12, 13]. 

To carry put the study described here, a small 
network of transmitters and receivers was mod- 
elled, emulating the system characteristics of a 
mobile telephone network (GSM). Binary con- 
straint solutions were generated using a stan- 
dard technique and compared to the solutions ob- 
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tained by expressing the original system require- 
ments as a global constraint. 

2. THE MODEL EMPLOYED 

In the land-mobile service TDM A radio networks 
are typically designed with a cellular structure in 
which each transmitter provides the signal for all 
receivers in its neighbourhood [14, 15, 16]. 

In previous work ([17]), we generated a model 
containing a fixed set of Tx sites placed at ran- 
dom (uniform distribution) on a 100 by 100 
matrix of Rx sites which is referred to as 
"Pinkville" (such an approach has been used be- 
fore e.g. [18, 19]), in the experiments described 
here we use a similar modelling process on a 
number of instances ("Pinkvillel", "Pinkville2" 
and "Pinkville3" - collectively referred to as the 
"Pinkville" instances). Each Rx position was 
"scaled" by a factor of 50, Pinkvillel is thus no- 
tionally a 5km by 5km region. We randomly gen- 
erated 50 Tx locations, and then generated prob- 
lem instances with n transmitters by simply us- 
ing the first n of these Tx locations (for n in the 
range 20-50). The positions of the transmitters 
in Pinkvillel are shown in Figure 1. 

elled using an inverse fourth power law: 

P.   - Pjx 
PRX - -p. (2) 

3. Cells were defined by assuming that the de- 
sired signal at each Rx was received from 
the nearest Tx (equidistant Tx were chosen 
arbitrarily). 

4. Frequencies were assumed to be chosen from 
a contiguous block of discrete channels. Ad- 
jacent channel rejections followed the GSM 
specification [20, 21]: 

offset interference rejectk 
0 C/Ic (none) 
1 C/Iai -9dB 
2 C/Ia2 -41dB 
3 C/Ia3 -48dB 
>4 (total) 

5. Multiple interfering signals at the same 
receiver were combined using power- 
summation: 

Total Interference = Y11=\ Interference,- 

5000 • 
++ 

+ + 
+ 

+ + . 

+    + 

+ ++ 
(I MX) 2000 3(0) 4000 5000 

Figure 1:  Positions of transmitters in the 50Tx 
Pinkvillel instance after "scaling" 

The system model used was as follows: 

1. Tx were assumed to operate with uniform 
effective radiated power. That is, all trans- 
mitting powers were equal, and propagation 
was omnidirectional 

2. Open-space loss was assumed to be the only 
cause of signal attenuation. This was mod- 

3. CHOOSING BINARY 
CONSTRAINTS 

Although the various specifications of radio ser- 
vices suggest no particular approach to choosing 
frequencies [20, 21, 10, 2], a graph theoretic ap- 
proach is commonly used. When the problem 
is tackled in this way, the requirements on the 
desired assignment are described by constraining 
the frequencies that may be assigned to certain 
pairs of transmitters. These constraints typically 
take the form: 

IfiTx^-ttTx^yk (3) 

meaning that the frequencies assigned to Tx,- and 
Txj are required to be >  k channels apart in 
order to avoid excessive interference at any Rx. 

In this approach, the FAP is considered to be 
analogous to GRAPH K-COLOUR1NG, GRAPH T- 
COLOURING or GRAPH LIST-COLOURING [8, 9, 11, 
12, 18, 19, 22, 23]. Models more involved with 
realistic data have raised concerns on this issue 
[7, 24], though their response is often to refor- 
mulate the problem as an optimisation problem 
involving hard and soft constraints (the latter of 
which express the optimisation criteria on a now 
partial CSP). 

The fact that different approaches have been 
explored raises the question of how the origi- 
nal requirements for an adequate C-I at each Rx 
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may be translated into these binary constraints 
between pairs of transmitters. This problem is 
particularly acute when attempting to find so- 
lutions which minimise the number of frequency 
channels used, because the choice of binary con- 
straints must then satisfy two opposing criteria: 

1. MINIMUM SPECTRUM The binary constraints 
chosen must be sufficiently loose. If they 
are too restrictive, then the solutions found 
will use an unnecessarily large number of fre- 
quency channels. 

2. ADEQUATE COVERAGE The binary con- 
straints chosen must be sufficiently tight. If 
they are not restrictive enough, then at least 
some of the solutions found will not satisfy 
the coverage requirements. 

The binary constraint representation of FAP 
CPs commonly takes one of two forms: 

1. frequency-distance (f*d) constraints - (e.g. 
[10, 12, 18, 25, 26], constraints are based 
on "re-use" distances, which specify, under a 
simplified geographic model), the minimum 
distances Tx must be apart so as not to cause 
excessive interference on a co-channel assign- 
ment. 

2. frequency-separation (f*s) constraints- (e.g. 
[1, 2, 3]), which are based on interference 
predictions. Consider the interference on the 
coverage areas of two cells both tentatively 
assigned co-channel. These constraints then 
specify the required frequency separation to 
avoid interference (these constraints might 
thus be more accurately described as "inter- 
ference avoidance constraints"). 

In our experience, the data sets made available 
to many researchers are often already in binary 
constraint form, so this question has not received 
the attention it deserves. 

In a previous paper we established that the 
simple f*d method does not lead to satisfactory 
results on the type of networks we are consider- 
ing [17]. Therefore, in this report we specifically 
concentrate on f*s type constraints. 

We generate these by comparing the interfer- 
ence on a pair of cells by their opposing Tx (See 
Figure 2). 

Assuming that both are given a co-channel 
assignment the C-I at each Rx in each cell is 
checked. If this proved to be adequate then no f*s 
would be necessary (both Cell A and B have re- 
gions marked 'n' for no constraint), alternatively 
the interference level could require that assign- 
ments be separated by up to ±3 channels (Cell 
A has regions which require that Txß is at least 

Figure 2: Constructing f*s constraints 

2 channels separate, whereas Cell B only needs 
to be at least 1 channel apart from Txyt. 

Given that binary constraints are inherently 
symmetric, the most restrictive constraint is al- 
ways chosen if there is asymmetry. Thus, in the 
example of Figure 2 a frequency-separation con- 
straint of at least 2 channels would be applied. 

4. RESULTS 

4.1. Experiment One 

For each of the Pinkvillel problems, instances of 
20, 30, 40 and 50 Tx were generated. We then 
generated simple f*s constraints and solved these 
using the software package FASoft [27] (FASoft 
is a suite of binary constraint meta-heuristic so- 
lution techniques for the discrete channel FAP. 
It was developed by the University of Cardiff 
and Pinkvillel in association with the UK Radio- 
communications Agency [27, 28].) Here FASoft 
was used with a sequential algorithm, whose re- 
sult is then improved using Tabu Search (TS). 
(It should be noted that these binary con- 
straint solutions were always at or near the pre- 
dicted lower bounds on the span derived from 
the binary model - also calculated by FASoft 
[27, 28]). A solution at these lower bounds was 
very quickly found, but when the coverage was 
checked against the original model it was found 
not to give complete coverage (See Figure 3 and 
Table 1. 

It would be a fair assessment that the predicted 
coverage of the simple binary constraint solutions 
was not bad, but for the purposes of this investi- 
gation we want to see how effective the f*s model 
could be at obtaining solutions with 100% pre- 
dicted coverage. Since the initial settings are too 
loose (solutions to the binary constraints do not 
translate to coverage problem solutions) we now 
make the binary constraints more restrictive in 
order to achieve full coverage solutions. 

4.2. Experiment Two 

In the second experiment we attempted to gen- 
erate f*s constraints to guarantee 100% 9dB cov- 
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Figure 3: Coverage (to 9dB C-I) of the simple 
f*s constraint solution. The dots represent Rx 
receiving suitable quality signal, the absence of 
such a dot indicates a "hole" in coverage 

Binary 
#Tx 20 30 40 50 

#/ 6 6 6 5 
9dB cov 88.1% 86.9% 88.1% 86.1% 
12dB cov 71.5% 72.6% 74.5% 70.5% 
15dB cov 55% 58.3% 58.2% 55.6% 

Global 
#Tx 20 30 40 50 

#/ 9 12 14 14 
12dB cov 98% 97.7% 97.9% 98.6% 
15dB cov 92% 90.9% 91.7% 93.7% 

Table 1: Coverage of simple f*s and global con- 
straints on Pinkvillel instances 

erage. Using the same method to assess interfer- 
ence between pairs of cells, we altered the thresh- 
old C-I sensitivity at which a constraint should 
be enforced. This was done by universally adding 
a PRUDENCE value (in dB) to the GSM specified 
reference sensitivity levels. 

In Figure 4 the calibration process by which 
additional C-I sensitivities were considered for 
constraint enforcement are shown. To guaran- 
tee full coverage on Pinkvillel it was necessary 
to set constraints for an additional 17dB (that is 
it was necessary to generate f*s constraints for a 
notional C-I value of 26dB to achieve coverage at 
9dB). 

Clearly this additional restrictiveness will have 
an effect on the required frequency span. The 
growth of span according to the PRUDENCE factor 
used is shown in Table 2. In the course of these 

Figure 4:  Coverage of the 50 Tx Pinkvillel in- 
stance 

experiments a considerable jump in coverage oc- 
curred after a PRUDENCE factor of lOdB was em- 
ployed (See also Figures 4 and 5). Given this 
extra restrictiveness in constraint setting cover- 
age at the 12dB and 15dB level were observed to 
rise dramatically across all three 50Tx Pinkville 
instances. 

In Table 2 global constraint solution spans are 
compared to those of the modified binary con- 
straints for the Pinkvillel instance (the required 
PRUDENCE factor to guarantee 100%) coverage is 
also shown). 

#Tx Global Binary PRUDENCE 

20 9 11 14dB 
30 12 15 15dB 
40 14 18 17dB 
50 14 21 17dB 

Table 2: Spans of 1009c coverage solutions. 
These are expressed as global constraint solu- 
tions (upper bound) and "prudent" binary f*s 
constraint solutions (lower bound) on Pinkvillel 
instances. The required PRUDENCE restrictive- 
ness factor is also shown (expressed in dB) 

5. CONCLUSIONS 

The f*s constraints present a more interesting 
and subtle picture, and appear to be much more 
successful than the less sophisticated f*d con- 
straints which had been considered in previous 
work [17]. However, the simple binary f*s con- 
straint solutions appear to inherently produce 
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Figure 5:   Coverage of the 50 Tx Pinkvillel in- 
stance with lOdB PRUDENCE applied 

black-spots in actual coverage due to the effect 
of multiple interferences. The simple f*s formu- 
lation cannot adequately account for multiple in- 
terference from sets of local Tx. 

It is widely believed that "sensible" settings 
for binary constraints should provide an adequate 
model for frequency planning. In the second ex- 
periment we showed that it is hard to entirely 
eliminate coverage black spots when using binary 
constraints, without making these increasingly 
restrictive and hence upping the span drastically. 
In short, to guarantee coverage these "sensible" 
settings had to be quite "extreme". Thus would 
we could argue for the use of global constraints on 
the grounds of achieving better quality solutions 
(even if only at first in the solving of particularly 
troublesome regions). 

One aspect of this conclusion concerns the 
lower bounds on the number of channels required 
that are sometimes calculated from a binary con- 
straint model, using maximal cliques in the con- 
straint graph, or other techniques [5, 6]. If the bi- 
nary constraint model proves an inadequate rep- 
resentation of the problem, then any such lower 
bound may be unreliable as an estimate of the 
number of frequency channels necessary to pro- 
vide adequate coverage. Using such lower bounds 
may therefore result in an unreliable estimation 
of the spectral resources truly required for cellu- 
lar radio. 

The authors are currently investigating the 
possibilities of higher-order constraint models for 
frequency planning. Such models can be pro- 
duced using constraints involving more than two 
transmitters at a time. Early results on a regu- 
lar grid system point to increased flexibility and 

improved coverage without the expense of largely 
increased span. 
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PAPER TITLE Paper 11 - Are There Effective Binary 
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Frequency Assignment Coverage Problems? 
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NAME :        E. Tsang 

QUESTION 

You have demonstrated that a model using binary constraints did not allow good 
solutions (compared to a model using global constraints). But you can't rule out the 
possibility of finding good binary models, can you? 

ANSWER 

No I can't. In fact it is obvious that an optimal set of binary constraints exists. 
Simply take a known optimal solution and project the assignments onto pairs of 
variables and set these as constraints. This method has obvious problems. 

It is exactly the a-priori setting of binary constraint relations that we feel may be 
more difficult than previously thought. The constraint model must take into account 
two conflicting requirements (page 1), in this scheme a sliding scale of "good" and 
"bad" constraints can be easily visualized. The question is then: is there a good 
setting somewhere in the middle, which satisfies both criteria? From the work 
described here, which increases the stringency of setting constraint relations, we 
argue that there might well not be. 

How else might constraints be set? One answer is to use higher-order constraints 
(HOCs). These constraints find suitable relations over sets of variables 
(transmitters) larger than two. Methods utilizing higher-order constraints are well 
known in the constraint community and have led to advances in other fields, such as 
scheduling. 

A HOC applied to a single central cell would constrain the permitted assignments to 
Tx in the neighbouring region which are deemed to have potential interference 
effects. For example, if cell 5 was anticipated to have risk of interference from Tx 
1,12,17,21,24,34 and 43 all of these Tx could be grouped into the scope of a HOC 
(in the normal binary model there would be an edge between Tx5 and these other 
Tx). A relation of permitted assignments generated with multiple interferences 
directly taken into account naturally and concisely captures possible assignments to 
this scope. 
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Scope 5 1 12 17 21 24 34 43 
Relation 0 1 2 2 2 2 1 2 

0 2 2 1 2 2 1 1 
0 2 2 2 2 1 1 2 

Note that the HOC can have a number of labellings, each of which describe possible 
simultaneous settings of assignments around cell 5 which guarantee adequate C-l 
on the Rxof that cell. 

We have successfully implemented higher-order constraint on the Pinkville instances 
and find that their direct ability to account for multiple interference and increased 
flexibility lead to improved results on the simple binary F*S and PRUDENT binary 
F*S constraint models. 

These HOCs can be broken down into smaller constraints, possibly binary ones. 
Observe that all three labelling on Tx 12, 21 and 34 each have the same restriction. 
These can be removed from the HOC and replaced using binary constraints only. 
The remainder of the HOC contains restrictions that allow trade-offs between 
interference contributions might be decomposed using techniques available from the 
constraint satisfaction research community. 
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SUMMARY 

Genetic algorithms and neural networks have previously 
been applied to the hard problem of assigning channels in 
mobile communication systems. The interest in these 
algorithms is due to their generality and the possibility of 
fast hardware implementations that adapt to dynamical 
environments. Nevertheless, these algorithms perform 
differently: neural nets are known to better satisfy 
allocation constraints while genetic algorithms allow for 
global optimisation. We propose here to merge the best 
features of both algorithms in a quite natural manner. 
Simulations show that this merging has good 
performance, and suggest a new interesting direction for 
research. 

1 INTRODUCTION 

Along with increasing demand, new mobile services 
require more bandwidth, and suffer large traffic 
fluctuations during sessions. The dynamic allocation of 
channels can in part alleviate this tendency, but the kind 
of problems involved in such management are known to 
be quite hard [Hale], especially if real-time solutions are 
required to follow changing environment conditions. 

Emerging techniques, such as Genetic Algorithms (GAs) 
[Lain] or Neural Networks [Kunz, Funabiki] among 
others, provide an interesting approach to these problems. 
First, they can be easily applied to quite different 
combinatorial optimisation problems without developing 
ad hoc algorithms (such as [Kim]). These algorithms also 
allow cheap and fast hardware implementations [Haykin]. 

In order to make use of these algorithms, a representation 
technique for the possible solutions of the problem is 
required; that is, we need to formulate a search space for 
the algorithm. It is important to note that this formulation 
is strongly related to the constraints of the problem at 
hand. The usual approach taken to tackle these 
constraints is the so-called "Penalty Method". It consists 
of using a search space larger than the space of valid 
solutions, and inserts the constraints of the problem as 
additive terms in the cost function. 

However, this approach has some drawbacks. First, it is 
difficult to ensure that the solution obtained is a feasible 
assignment, i.e., that it be able to fulfil the constraints of 
the allocation. Second, even if valid solutions are 
obtained, the constraint terms added to the cost function 
makes it difficult for the algorithm to find optimal 
solutions. 

Since it is well known that some of the emerging 
algorithms are better at satisfying the constraints, and 
others are better at finding better cost solutions, we 
propose a hybrid algorithm which combines two 
emerging techniques. Specifically, we use a neural 
network to satisfy the constraints along with a genetic 
algorithm to find global optimals. The design of the 

neural network has the main objectives of providing 
feasible solutions and improving the convergence 
properties of the network. In addition, the synthesis of 
the genetic algorithm is simplified with this approach, 
since the information provided by the cost function to the 
algorithm is not perturbed by the constraint terms. 

We first introduce a classical mathematical formulation 
for the general problem of assigning channels (in this 
paper, we will use "channel" and "frequency" 
interchangeably). In Section 3, the design of the neural 
network is given. The hybrid algorithm is proposed after 
briefly revising a basic form of GA in Section 4. Section 
5 presents the simulations and a comparative evaluation 
of the algorithm. Finally, Section 6 provides some 
conclusions and proposes some further research on this 
topic. 

2 PROBLEM FORMULATION 

Among the multiplicity of problems related to the 
assignment of channels in a mobile communication 
system, we have selected a general form of allocation by 
Gamst and Rave for arbitrary inhomogeneous networks 
[Funabiki]. The application of the algorithm given in this 
paper to any other form of frequency allocation is quite 
easy. We illustrate here how to include constraints by 
considering two problems, one of them being a 
generalisation of the other, and finding some interesting 
trade-offs from their comparison. 

The m channels of the system will be represented by a 
number in {0,1,..., m}. The electromagnetic 
compatibility constraints in a n-cell mobile network are 
given by a n x n symmetric matrix, which is called the 
compatibility matrix, C. Each row and column stands for 
a cell, and element Cy is an integer number which 
indicates that if the channel p is assigned to cell i and the 
channel q is assigned to cell j, then |p-q| > Cy. Thus, C;; = 1 
means a co-channel constraint between cells i and j. An 
adjacent channel constraint between the same cells can be 
represented by Cy > 2, and the co-site constraints are 
represented by the diagonal terms. 

We can also take into account a minimum number of 
frequencies requests in a cell through a vector R, where 
Tj represents the number of channels solicited to the 
system by cell i. 

The first problem we consider, PI, involves maximising 
the number of channels in the system given the 
compatibility matrix C. The second problem, P2, is 
similar to PI, except that we add by-cell demand 
constraints (through vector R). 

2.1 The 0-1 formulation. 

It is traditional to represent the allocation of channels to 
cells using an m x n matrix F of O's and l's, where fci=l 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
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means that channel c has been assigned to cell i, and 
fci=0 indicates no assignment between these cells. 

With this representation, we can mathematically 
formulate the problems as: 

(PI) 

such that 

'-•fa 

fpie{0,l\   Vp,i 

The behaviour and structure of the neural net can be 
described by the following set of equations: 

d,Vv = -dVi.E■ Vv(\-V9), Vi = \...m,j = l..ji 

where V^ corresponds to fjj in the problem representation 
(see Section 2.1), the Vy and (1-Vjj) terms constrain the 
values of the neurons to the interval (0,1), and E is the so 
called "Energy function" which stands for the constraints 
given by the compatibility matrix: 

m   n    q=m<n(.m,p+cij-l)   „ 

p=\i=\    q=max(\,p-cjj+\)j=i 
q*p <■//>' 

plus the cost function: 

c//>0 

(P2) 

E2 = ZZ^ 
p=Ii=l 

max-Lfcl 
c,i 

such that 

\fpi-fqj\*cij'   VP'I'i-J   '■'■    fpi=fqj=X 

Tf .Z.r.,Vi **Jpi     t' 
P 

fpte{o,\l yp,/ 

3 THE NEURAL NETWORK 

The neural network presented below is a Hopfield type 
net similar to that in [Funabiki]. However, it has some 
new properties which makes it more appropriate to the 
hybrid algorithm of Section 4. It has been designed to 
always converge, and the number of iterations to reach 
convergence has also been decreased by a factor of three. 
A more detailed comparison between our network and 
Funabiki's is provided in Section 4. 

We first introduce the general Hopfield model, and then 
we give the equations for solving the problems of Section 
2. 

That is, E=E|+ y E2, where y is a weight factor. 
The dynamics of such a system is restricted to the inner 
part of a hypercube, (0,1)nm, with one dimension per 
neuron. The evolution of the network can be described by 
the minimisation of the Energy function (which is a 
Lyapunov function for the system, see [Hertz] for details) 
which goes to E=0.This means that a feasible solution to 
the problem has been found. Sometimes the network gets 
stopped at a point of the inner part of the unit hypercube, 
such a problem can be easily circumvented by adding 
some noise to the gradient of the net (since the stagnation 
points are known to be unstable). 

It should be noted that every initialisation of the network 
is (ideally) associated with a solution of the problem; 
however, the noise added to avoid the stagnation points 
can eventually map different solutions to the same initial 
point. 

3.2 The cell-by-cell demand constraints (P2) 

The standard approach for including the request 
constraints for P2 is to add an extra term to the Energy 
function such as [Funabiki]: 

3.1 The Hopfield model for (PI). 

The original model was introduced by Hopfield in 1982 
[Hopfield]. It consists of a set of variables {Vj}, called 
neurons, usually arranged in a matrix structure and 
interconnected in such a way that, once initialised to a 
certain value, the system relaxes to a point which can be 
considered to be a solution to the problem. Since the 
introduction of this model, there have appeared numerous 
variations to this basic scheme, but the essential problem 
still remains one of choosing the structure so that the 
solution obtained is a feasible one1. 

This term contributes to the gradient of the neural net as 
follows2 

Sy„E, = 1^-1 
«=1 

However, this procedure assumes that it is possible to 
serve all the requests. The fact that this cannot be 
guaranteed in a dynamical mobile system means that the 
neural network may not converge. Even if the demand 

For a good introduction to this subject see [Hertz] and 
[Cichocki]. 

We are not taking into account the weight factor here. 
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In order to avoid the previously mentioned problems, we 
propose a new term: 

B^E, ;sgn X>gn(K?j-l+ «)-;; -0.5 

where the "sgn" function has value 0 if the argument is 
less than 0, and 1 otherwise, and E is a small term added 
to ensure that the evolution of the network is strictly 
inside the unit hypercube. 

The meaning of this term is that only the assigned 
frequencies in cell i (i.e. those neurons already converged 
to 1) are counted. If its number is greater than the 
requests made in cell i, then neuron Vpi tends to 
decrease since the demand is already satisfied. However, 
if this number is less than the number of requests, the 
neuron tends to increase. 

Although this term is better than the previous for 
obtaining feasibility, the quality of the obtained solution 
is worse. We can do better if we use both heuristics, that 
is, if the net is running with Funabiki's heuristic up to a 
point (we have made it equal to iteration 25th), and then 
it is switched to the proposed heuristic until it converges 
to a feasible solution (see Section 5 for comparisons and 
results). Some other trade-offs can be made. 

4 THE HYBRID ALGORITHM 

The previous sections have tackled the assignment 
problem from the neural network perspective. Although 
the net is able to retrieve feasible solutions, these are just 
locally optimal. The Genetic Algorithms (GA) have also 
been applied to the assignment problem (see for instance 
[Lai]), but although they can search for global optimals, 
they do not yield feasible solutions. 

In this section, we combine both methodologies in a 
natural manner. Comparative results are given in the next 
section. 

4.1 The genetic algorithm 

We take the basic scheme for these algorithms given by 
Goldberg in [Goldberg]. It consists of a population of 50 
genes (a gene is a string of 0's and l's of length k) which 
evolves through the application of three simple genetic 
operators: reproduction, crossover and mutation. 

The reproduction follows the roulette wheel rule. Each 
gene is given a real number which is the fitness for the 
problem, that is, the number of the assigned channels. In 
a second step, it is copied to a new population with a 
probability that is given proportional to its fitness 
(normalised by the sum of all the fitness values of the 
population). 

To apply the crossover operator, each gene in the 
reproduced population is mated at random. Next, each 
couple is assigned a random integer number, t, in 
{1,2,...,k} which represents the crossover point. The first 
new string is identical to the original up to position t. The 
substring from position t onward is swapped with the 
corresponding substring in the second original string. 
The second new string is similarly created. 

The mutation operator selects a random position of any 
gene in the population and changes its value from 0 to 1, 

or viceversa. The probability of this change is 
approximately one per cent. 

4.2 The GA plus the Hopfield net 

To mix the neural net and the genetic algorithm, each 
gene represents an initial point in the neural net. The 
fitness of the gene is then evaluated by first initialising 
the neural net, relaxing it to a feasible solution and 
counting up the assigned frequencies or channels. 

The length, k, of the string for a gene has to be equal to 
the number of neurons in the neural net, that is n times 
m. The value of a position in the string, 0 or 1, 
corresponds to the initial point of the associated neuron. 

Note that although this mapping constrains the initial 
points in the net to the vertices of the hypercube (see 
Section 3.1), no extra benefit can apparently be obtained 
from a more general initialisation inside the hypercube, 
as the simulations indicate. 

5     SOME SIMULATIONS AND COMPARISONS 

We first analyse the performance of the neural network 
alone for PI and P2 to provide a frame of reference, and 
to make a comparison with other networks. Then we 
apply the hybrid algorithm and compare it to other GAs 
in literature as well as with the results provided by the net 
alone. The next section extracts some conclusions from 
this work and proposes new research directions. 

The compatibility matrix for both problems and the 
demand vector for P2 are given in Table 1. These values 
correspond to benchmark problem #2 in [Funabiki]. The 
number of requests for P2 is 167 channels. 

2110101 
1210101 
1121111 
0012001 
1 1 10200 
0010021 
1 1 1 1012 
1111011 
1011011 
1111111 
0011101 
1111101 
1111101 
1110100 
1100100 
0000100 
0000000 
0000000 
0000000 
0000000 
0000000 
0000000 
0001000 
0001000 
0001000 

11101 
10101 
11111 
11111 
00111 
11100 
11111 
21111 
12111 
11211 
11120 
1 1 102 
10111 
00111 
001 10 
001 10 
00000 
00010 
00010 
00010 
00010 
001 10 
00010 
11110 
01010 

11100000 
11100000 
11000000 
10000000 
11110000 
00000000 
10000000 
10000000 
10000000 
1 1 1 10000 
11110111 
1 1000000 
21111111 
12111111 
11211111 
11121111 
11112110 
11111211 
11111121 
11110112 
0010001 1 
0010001 1 
0000001 1 
00000000 
00000000 

00000 
00000 
00000 
001 1 1 
00000 
00000 
00000 
00010 
0001 1 
01010 
11111 
00000 
00000 
00000 
1 1000 
00000 
00000 
00000 
11100 
11100 
21100 
12111 
11211 
01 121 
01112 

10 
11 
9 
5 
9 
4 
5 
7 
4 
8 
8 
9 
10 
7 
7 
6 
4 
5 
5 
7 
6 
4 
5 
7 
5 

Compatibility matrix and Requests vector 

Table 1. 
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5.1 The neural net 

In order to evaluate the neural net performance, we 
present a histogram of the solutions it obtains with 
random initialisation, as well as the histogram of the 
iterations needed to converge to a feasible solution for PI 
andP2. 

Hopfield net m P1 

Hopfield net for P2 

280 290 300 310 320 330 
No. of assianed channels 

Figure 1. 
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Figure 2. 

The introduction of the demand constraints (see Section 
3.1) causes a delay in convergence of about 50 iterations 
with respect to the net for PI. The mean time to 
convergence for P2 is 110 iterations, but the solutions 
provided by the network are feasible 100% of the time 
and just about 2% below the optimum in mean. Note that 
Funabiki's net gets convergence just 9% of the time and 
the mean time to converge is 294 iterations. 
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5.2 The hybrid algorithm 

In this section, the hybrid algorithm described in Section 
4 is applied to PI and P2. Results can be observed in 
Figures 5 and 6, respectively. In each figure, there are 
given the maximum, the mean and the minimum in the 
population. The curve at the top is the historic maximum 
found along the evolution of the genetic algorithm. All 
these results have been averaged over several 
realizations. 

350 

,340 

<»330 

Evolution of the Hybrid Alg. 

300 

290 
200 400       600      800 

Generation 
Figure 5. 

1000    1200 

For PI, the parameters of the GA are those given in 
Section 4; for P2, since the solutions obtained by the net 
itself are good enough, we have put a population of just 
10 genes. As can be observed in the figures, even with 
such a reduced population for P2, the optimum is 
obtained quite frequently through the evolution of the 
algorithm. 

If we compare these results with an standard GA (see for 
instance [Lai]), we have to observe that the cost function 
for our algorithm is just the number of assigned channels, 
while in other GAs this function includes the fitness for 
the constraints of the problem. Thus, we can guarantee 
the feasibility of solutions in every generation, and the 
increase of the cost function directly reflects better 
assignments. 
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Evolution of Hybrid Alg. 

hist: max. 

Figure 6. 

6    CONCLUSIONS AND FURTHER RESEARCH 

In this paper we have proposed a natural manner of 
merging a local search method based on a Hopfield-type 
neural network, and a global search method based on 
genetic algorithms. The design of the neural network 
allows us to have feasible solutions in every generation of 
the hybrid algorithm so we can adapt the length of the 
evolution to the dynamics of the mobile environment. 
The quality of the allocations obtained by the network is 
approximately 2% below the optimum for the benchmark 
problem presented in this paper. For better solutions, the 
genetic algorithm receives nonperturbed information 
from the cost function since the constraints are not 
present in it. For the same reason, the design of genetic 
operators is simplified. 

Since the quality of the solutions provided by the neural 
network alone may be good enough for some strategies 
of application, the development of fast genetic algorithms 
to provide a moderate improvement in the number of 
assigned channels can suffice for dynamic applications, 
which have more severe restrictions on speed than on 
quality. Some other emergent algorithms, such us 
simulated annealing, can also be combined with neural 
networks in an analogous manner. 
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PAPER TITLE Paper 12   Emerging Techniques for Dynamic 
Frequency Assignment: Merging Genetic 
Algorithms and Neural Networks 

AUTHOR :        C. Bousono-Calzon 

NAME :        E. Tsang 

QUESTION : 

1. Can you explain how GA works together with NN? 

2. Could you have run GA without NN? Is it true that NN further improves the 
results in GA? 

ANSWER 

1. The GAs genes code points of the unit hypercube. In order to evaluate the 
fitness of the gene, the NN is initialised with the value coded by the gene and 
relaxed. The number of assigned channels of the feasible solution given by 
the network is the fitness value. 

2. No. This way of merging both algorithms allows that the information provided 
to the GA is only that from the objective function, so that, it is not perturbed by 
constraints. This allows an easier design of GAs and a better performance. 

NAME :        K.S. Kho 

QUESTION : 

In the total scope of your work, do you have plans to verify the results of your work 
in a practical network? For what kind of applications is your algorithm intended to be 
used? 

ANSWER 

Yes. Indeed, I am already making contacts to fund such an application step. 
The approach presented is quite general. It can be applied to a broad range of 
assignment problems (with very different types of constraints), to scheduling 
problems etc. 

From a theoretical point of view, it makes it easier to improve the performance of 
GAs, in that the applications range can be extended by this procedure. 
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Electromagnetic Coupling Paths to Electronic Systems Connected with 
Electronic Setups and Destruction Mechanisms 

Juergen Bohl, Dr. Tilo Ehlen, Frank Sonnemann 
Diehl Foundation & Co., Fischbachstr. 16, D - 90552 Röthenbach 

1. Summary 

Within an investigation containing both 
measurements and intensive simulations an 
effective model creation for the examination of 
the coupling behaviour of HF interference and 
the coupling paths into electronic circuits is 
intended. Based on the predictions deriving 
from these results adequate hardening measures 
regarding functionality disturbances due to HF 
interference can be considered already in the 
development and design process. 

Electromagnetic field simulation programs are 
necessary for the analysis of the coupling effects 
into materials, the creation of signal amplifying 
body resonances and the coupling into power 
and signal wires. Network analysis programs 
are responsible for the detection of the HF-LF 
conversion at the electrical non-linearities and 
the computation of the radiation of the LF 
disturbance within the electronic circuit. Figure 
1-1 compares the various electromagnetic 
interferences during the coupling process and 
the respective simulation programs. A 
meaningful network analysis requires a coupling 
of these specific simulation tools. 

(    Field Simulation, 
^ _ MAFIA     .-•■' 

it 
( e# 'l 
v-^    LIBRA    ^ 

Figure 1 -1:      Functional Separation of the 
Simulation Programs 
Regarding Specific 
Electromagnetic Interferences 

2. The Principle of HF-NF-Conversion 

The principle of this HF-LF-conversion or 
mixture is explained in Figure 2-1. It shows a 
sinusodial amplitude-modulated HF-interference 
variable UiN(t) with a carrier frequency of 710 
MFIz and a modulation frequency of 117 Hz. 
The frequency domain belonging to this signal 
lies within the HF-area (Figure 2-2). This HF- 
interference variable reaches the diode via a 
wiring (Figure 2-3). 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
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Figure 2-1:     Induced HF-Interference 
Um(t) 

Figure 2-5: 

/ 
710 MHz 

117 Hz 

Figure 2-2:     Frequency Domain of UiN(t) 

Diode; ; 

' 
' — 

i 
U0UT 

Figure 2-3:      Rectifier 

For UIN the diode circuit functions as a rectifier. 
In case of positive half-waves, the diode blocks 
and the output signal and UOUT follows the input 
signal. However, in case of negative half-waves, 
the diode is poled in low resistance direction 
and UOUT will be short circuited. According to 
that, the signal after the diode is as shown in 
Figure 2-4. 

Figure 2-5 shows the frequency domain of 
UOUT- UOUT has a domain within the LF-area in 
contrary to UIN. It consists of a DC-portion and 
a multiple of the modulation frequency. A good 
picture of the domain development is given 
when you consider UOUT as a scanning signal of 
its envelope. Within the frequency range of 
UOUT it is a continuation of its envelope with the 
scanning frequency. 

fM=117Hz      fT=710MHz 

Frequency Domain of 
Uour(t) 

The impedance of an electrical NF-circuit is 
lowpass limited for the HF-range. Any 
interference of information signals are therefore 
to be expected only from the LF-part of the 
domain. Thus, the determined low frequency 
mixture serves as an input variable for the low 
frequency circuit analysis. 

3. Simulation of HF-Interferences within 
LF Electronic Circuits 

Figure 3-1 shows the electromagnetic circuit 
coupling. Based on an EM-simulation which 
calculates the voltages/currents at the end of a 
wiring the resulting values are the input signals 
for the electronic circuit which shall contain 
nonlinear elements. Because of the nonlinear 
conversion effects, the output contains the LF 
mix products. 

Einfallende 

Welle 

Spannung' 

Strom 

am Ende der Leitung        m 1 

EM-Simulation 

Uout 

Figure 3-1: Electromagnetic Circuit 
Coupling 

Figure 2-4:      Uour(t) after the Diode 

When simulating HF-interferences in LF 
electronic circuits the calculation of the system 
response over a broadband frequency range is a 
problem. In general, this leads to long 
calculation periods and large data quantities. 
Althought, the simulation time can be reduced 
by choosing the respective simulation 
procedure. In principal, there is a difference 
between the analytic procedure within the time 
range and methods within the frequency range. 
The   following   comparison   of  the   analytic 
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methods shows a guess of the simulation 
periods depending on the kind of radiation 
(CW, pulse). 

Methodl - CW-Time Frame Analysis (PSPICE) 
The following is assumed: a continual, 
modulated time signal LU)) with a carrier 
frequency of 1 GHz and a modulation 
freuquency of 100 Hz. Due to HF-LF 
conversion effects (see section 2) low frequency 
mixture products are created at the output of 
the electronic circuit. Figure 3-2 shows the 
input signal. The figure to the right shows the 
fundamental oscillation (100 Hz) of a LF 
mixture product. 

v 
lOSanptesfbiode 

lGHt/10Mfe 
UM»C) k ,,       ,. lOOffe 

CWBterZeilsdiritt    At=10tys 1 NRSdmingung (<*ne Sredwiqgaat) 
Stamm an Zötschritten= 10s 

Figure 3-2:      HF Input Signal and LF Mixture 
Product (Time Frame) 

frequency range should be preferred against the 
method within the time frame. 

100Hz 100Hz 

Uout(/) 

-/ 
Um(/) 

1GHz 
ll±s 1GHz 

Figure 3-3:     HF-Input Signal and Mixture 
Products at the Exit (Frequency 
Range) 

Method3-Pulse Time Frame Analysis (PSPICE) 
Figure 3-4 shows a pulse with a carrier 
frequency of 1 GHz and a pulse width within 
the us range. If you guess 10 samples/period, a 
time step width of At = 100 ps results. Real 
measurements showed that the response 
behaviour to the pulse oscillation of the 
electronics lies within the range of 100 us to 10 
ms. The number of calculations for the 
unknown amplitudes is within the size of 106 to 
108. 

At a guess of 10 scanning points/period, the 
largest time step resulting is a value of At =100 
ps. In order to be able to show only one 100 Hz 
oscillation the PSPICE simulator has to 
calculate 108 (= 10 ms/At) amplitude values. 

Methodl - CW-Frequency Analysis - Harmonic 
Balance (LIBRA): 
The Harmonic Balance Analysis is based on the 
fact that after a sufficient period of time a 
sinusodial oscillation ends in a balanced 
situation which can be described by a limited 
Fourier expansion with a respective precision. 
Figure 3-3 shows the domain Ui„(f) and the 
domain Uout(f) after a mixture process. Due to 
the periodicity ot the time signals, the domains 
consist of single discrete domain lines. To 
determine a basis of valuation, about 100 - 1000 
lines may be sufficient to approximate the signal 
with sufficient accuracy within the desired 
frequency range. The number of amplitudes to 
be calculated per domain line is much lower 
than the number of calculations at the time 
frame analysis and therefore the whole 
procedure is by sizes faster. In case of a CW- 
oscillation the analyzing method within the 

Uin(T) 

UN 
w 

Uout t. 
sr~.    10 Sam ples/Periode 

/fflNrt-,oops lOOjis-lOms 

Figure 3-4:     HF-Pulse with Response 
Behaviour of the Electronics 
(Envelope) 

The frequency range method cannot be applied 
as this procedure assumes a steady-state 
situation. 

With the herein discussed methods for the 
simulation of HF-interferences into electronic 
circuits the interferences on the LF information 
signals can be calculated. Further supportive 
measurements like the use of system specific 
simulation tools enable an assessment of the 
system behaviour leading to a malfunction or 
not. 

For the network simulation it has to be provided 
that the HF voltage amplitudes do not exceed 



13-4 

the boundary values of the active components. 
In case of an excess of these levels new effects 
appear within this circuit which were not 
considered during the modelling. During a very 
high HF energy supply (as possible for example 
with an HPM-oscillation) the components can 
be even destroyed physically. The next 
paragraph discusses the destroying effects at 
semiconductors which may occurr during high 
HPM-oscillation. 

4. Destruction Models 

The stated destruction models are widely used 
and follow a plausible physical model 
assessment although they are not proven in 
detail. Hereby, you have to differ between 
primary and secondary destruction effects 
within the chip. Primary effects are the physical 
reasons leading to destruction, e.g. electrical 
voltage flashovers between neighbouring 
metallized paths on the chip surface. These can 
lead to a flashover of the isolating layers. 
Accompanied by a material transport, the 
flashover leads to a low resistance connection. 
The reason for this is a very high electrical 
voltage caused by an HPM oscillation of very 
high field strength. Further primary effects 
would be e.g. a junction breakdown or a latch- 
up effect in case of CMOS components. 
Secondary effects would be the immediate 
results leading to a destruction of the 
component (e.g. metal trace damage, 
thermal/chemical epoxi reaction). In general, a 
primary effect leads to a very high voltage flow 
within the semiconductor. This results in an 
overheating and the fire loss of conductor paths 
or substrate material. 

4.1 Electrical Flashover (Primary Effect) 
The flashover results from fast transient 
processes with very high voltage between two 
conductor paths of different potential causing a 
discharge within the oxide material of the chip 
surface. Due to the relatively high distance 
between the conductors, in general there are 
voltage amplitudes necessary exceeding the 
breakdown voltages of the semiconductors (pn- 

junction). Therefore we assume that the 
transient process is very fast and the time of 
discharge is finished before the pn-junction 
becomes conductive. The kind of damage is 
similar to the ones which can be seen at 
electrostatic overload (ESD). In this case, the 
discharge (5 to 25 ns) is done via a small 
capacitive source (20 - 100 pF) which was 
charged at a high voltage (2,000 - 20,000 V). 
Due to the limited energy only a minor damage 
is done to the oxide layer which can be hardly 
seen even at high magnification. In case of 
flashovers with very high energies the following 
chip surface damages can be detected: 

a) physical sites of fracture along the discharge 
path due to thermo-mechanical load (see Figure 
4-1). 
b) a local, silvery shining deposit at the border 
of an AL-conductor path; due to the high 
current density the Aluminium atoms move 
along the discharge path and thus generate a 
visible, cloudy sediment at the silicon oxide 
(Figure 4-2). 

4.2 Junction Breakdown 
(Primary Effect) 

When a pn-junction within a semiconductor is 
biased backward (non conductive) a charge 
depleted area is created. In this mode, only very 
little current (inverse current) flows through the 
semiconductor. The electrical field accelerates 
the electrons which themselves partially lose 
their acquired kinetic energy during their 
collisions with the atoms of the semiconductor 
chrystals. If the outer voltage exceeds the 
breakdown voltage, the kinetic energy is 
sufficient to open a valence bond in case of a 
collision with the bar (ionization by collision). A 
further free electron is created which is also able 
to generate further electrons in case of a 
collision with the bar (avalanche effect). The 
number of the free charge carriers becomes 
nearly unlimited. The junction becomes low 
resistant and the immensely increasing current 
exceeds the normal inverse current by far. As 
long as the maximum temperature of the 
junction is not surpassed (e.g. by outer voltage 
limitation, fitting design of the pn-transition, 
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etc.) the thermal energy of the pn-transition is 
led to the outside via the chrystal thus not 
causing any permanent damage. In case of 
higher energies and in case of exceeding the 
maximum junction temperature the thermic 
loading causes a permanent damage to the 
chrystal structure. Micro fissures and melt spots 
within the chrystal structure lead to a permanent 
current leackage overlaying the normal inverse 
current. The damage of the chrystal is of 
microscopic extent and embedded below the 
silicon surface the damage cannot be detected 
with a standard microscope. Only in case of 
higher energy impulses the junction breakdown 
can cause larger damages within the chrystal 
which can be now detected by microscope (pool 
of molten metal, cracked dice) and thus leading 
to a total breakdown of the component. 

4.3 Destruction of Metallizing Paths 
(Secondary Effect) 

The current path generated by a flashover 
and/or the breakdown of a junction is due to an 
external application (outer wiring) via the 
connection pin at the semiconductor housing, 
the bond wire, the Aluminium path at the 
surface of the semiconductor from the bondpad 
to the location of the flashover/junction 
breakdown. Very often the backward path 
forms within the semiconductor (substrate, 
bulk) to a GND- or VCC-metallization, then via 
a bond wire to a connection pin back to the 
external application. If you consider now the 
dimensions and the specific conductivity of the 
stated path elements, the physical and electrical 
characteristics of the relevant materials and their 
abilities to dissipate thermal energy to the 
environment the most endangered elements are 
the Aluminium paths (< 2 urn) on the die surface 

Path Element Material Profile 
mm2 

Specific 
Resistance 
10"6 Ohm cm 

Melting Point 
°C 

Heat 
Radiation 

Conn. Pin Copper >0.1 1.7 1083 not critical 

Bond Wiret Gold/Al Type 
625-10-6 

2.2/2.7 1063/660 not critical 

Al-Cond.Path Aluminium Type 2*106 2.7 660 bad 

Si-Bulk Silicon >0.1 1420 good 

Table 4-1:      Material Features of the Relevant 
Path Elements 

Figure 4-1:     Flashover Bondpad - Ground, 
Damage to the Oxide Layer 
by HPM (80 kV/m) 
Component: 7404AN/TTL 
(Inverter) 

Figure 4-2:     Flashover Collector-Emitter 
Fire Loss of Wiring by 
HPM (100 kV/m) 
Component: 7490AN/TTL 
(Counter) 
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As the profile of the Aluminium paths on the 
surface of the chip is at least by the factor 100 
smaller (at approximatley the same 
conductivity) than all other effective path 
elements, the thermic energy concentrates on 
the metallizing paths. The thermic energy heats 
the material of the conductor paths whereas the 
thinnest points are the most loaded. The 
passivation layers (protection layers) beneath 
and above the conductor paths create a thermic 
barrier so that the thermal energy can hardly be 
distributed to the environment. The first visible 
sign of a thermal overcharged metal layer is a 
decolorization on the Aluminium surface. At a 
slight increase of the energy the Aluminium 
melts, contracts and moves away from the 
hottest spot. The current path is interrupted. 
The process can be compared with the process 
of a safety fuse. In case of a high energy 
transient process, a conductive Aluminium 
plasma derives from the conductive path 
material. Due to the high pressure the 
passivation layer is broken over the conductive 
path, the plasma explodes and spreads into the 
surrounding environment. 

support of appropriate simulation tools for the 
circuit analysis the interferences can be 
numerically calculated. In order to reduce the 
simulation times as much as possible the 
methods for analysis shall be dependent on the 
kind of HF oscillation. The other point is that 
the HPM can induce such high voltages within 
the electronic circuit that components are 
physically destroyed. Although the network 
analysing programmes allow in general signal 
levels exceeding the limits of semiconductors, in 
real life there appear new effects not considered 
in the modelling of the simulation programs. In 
no way destruction mechanisms can be rebuilt 
with the available network tools. Real 
measurements have to be done for this. A 
component analysis of destroyed components is 
used to determine a connection between the 
HPM radiation characteristics, the component 
position within the electronic circuit as well as 
the location and the level of the destruction. 

4.4 Thermical/Chemical Epoxid Reaction 
(Secondary Effect) 

Most of the integrated circuits and other 
semiconductors are enclosed into an epoxid 
gum plastics compound. As described in 
paragraph 4.3, the AL-plasma is spread into the 
surroundings. This heats up the surrounding 
package material and melts it. The epoxid 
decays into several low-molecular components 
incl. carbon. All these components form 
together with the Al-plasma a conductive slag 
sedimenting on the chip surface. 

5. Conclusion 

The influences of HPM on electronic systems 
are two-fold: the coupled (HF) interferences 
and voltages on the wirings caused by HF-LF 
conversion effects on nonlinearities can cause 
LF interferences within the electronic wiring 
overlaying the useful signals and negatively 
influencing the system performance. With the 
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1.    SUMMARY 

In this paper, we examine the application of the combinatorial 
optimisation technique of Guided Local Search to the Radio 
Link Frequency Assignment Problem (RLFAP). RLFAP stems 
from real world situations in military telecommunications and 
it is known to be an NP-hard problem. Guided Local Search is 
a metaheuristic that sits on top of local search procedures 
allowing them to escape from local minima. GLS is shown to 
be superior to other methods proposed in the literature for the 
problem, making it the best choice for solving RLFAPs. 

2.     INTRODUCTION 

Guided Local Search (GLS) is a general optimisation 
technique suitable for a wide range of combinatorial 
optimisation problems [21]. Successful applications of the 
technique so far include practical problems such as Workforce 
Scheduling [20], Frequency Assignment [22] and Vehicle 
Routing [12]. Classic problems such as the Travelling 
Salesman Problem (TSP) and the Quadratic Assignment 
Problem (QAP) have also been tackled with the method. GLS 
has been shown to be equally good if not better than the best 
TSP and QAP heuristic search algorithms [23, 21]. 

GLS was derived from the GENET neural network [25] for 
Constraint Satisfaction Problems [19] and extends the 
approach used in GENET to the bulk of combinatorial 
optimisation problems. GLS belongs to a class of techniques 
known as Metaheuristics. Prominent members of this class 
include Tabu Search [8], Simulated Annealing [11], Genetic 
Algorithms [15], and others. Metaheuristics aim at enhancing 
the performance of heuristic methods in solving large and 
difficult combinatorial optimisation problems. The method can 
be used alone or in conjunction with Fast Local Search (FLS). 
Fast Local Search is a neighbourhood search reduction scheme 
that particularly suits the operations of GLS [22, 20, 23]. 

The Radio Link Frequency Assignment Problem (RLFAP) 
considered in this article is a member of a class of problems 
known as Frequency Assignment Problems (FAPs). FAPs are 
NP-hard and they are closely related to the well-known Graph 
Colouring problem. For a very recent and comprehensive 
survey of the different FAP variants and problem solving 
strategies, the reader may refer to [14]. 

RLFAP stems from real world problems in military 
telecommunications. A number of RLFAP instances have 
been released in the framework of the CALMA 
(Combinatorial ALgorithms for Military Applications) project. 
The project involved six European research groups and one of 
its major objectives was to develop and test algorithms for 
frequency assignment problems. For an overview of the 
research contacted in the framework of the CALMA project 
the reader may to refer to [18]. FAPs in general and RLFAP in 
particular are dealing with the allocation of a limited radio 
spectrum resource to a number of users in an optimal way. 

Guided Local Search and its particular application to the 
RLFAP described in this paper can be easily extended to other 
variations of the FAP. In general, the technique is directly 
applicable to a wider class of problems, known as Partial 
Constraint Satisfaction Problems [19]. PCSPs extend the 
classic Constraint Satisfaction Problem (CSP) problem [19] to 
cover over-constrained instances where no solution exists 
which satisfies all the constraints. In such cases, we are often 
seeking solutions which violate the minimum number of 
constraints. 

PCSPs can be used to model a variety of problems where the 
ever-increasing demand for a limited resource leads to 
situations where constraints on service quality can be softened. 
In the context of frequency assignment, constraints that 
transmitters should not interfere with each other need to be 
softened because of the limited radio spectrum available, 
which makes interference unavoidable. 

For a detailed description of GLS for PCSPs, they reader may 
refer to [22, 21]. In this work, we focus on variants of the 
GLS algorithm for the RLFAP. The paper is structured as 
follows. We first describe the RLFAP. Following that, we 
present Local Search, Fast Local Search and Guided Local 
Search procedures for the problem. The different variants are 
evaluated on publicly available RLFAP benchmarks and 
results are compared with a variety of other methods that have 
been applied to the same instances. The comparisons made 
clearly indicate the superiority of GLS over alternative 
approaches proposed for the problem. 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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3.    THE RADIO LINK FREQUENCY ASSIGNMENT 
PROBLEM 

The Radio Link Frequency Assignment Problem (RLFAP) was 
abstracled from the real life application of assigning 
frequencies to radio links. The interference level between the 
frequencies assigned to the different links has to be 
acceptable; otherwise communication will be distorted. The 
frequency assignments have to comply with certain 
regulations and physical characteristics of the transmitters. 
Moreover, the number of frequencies is to be minimised, 
because each frequency used in the network has to be reserved 
at a certain cost. In certain cases, some of the links may have 
pre-assigncd frequencies which may be respected or preferred 
by the frequency assignment algorithm. RLFAP is NP-Hard 
and it is a variant of the graph T-colouring problem as 
introduced by Hale [9]. IP formulations of the problem can be 
found in [14]. Following [18], the problem can be briefly 
described as follows. 

We are given a set L of links. For each link ;' a frequency/ has 
to be chosen from a given domain D,. Some links may already 
have a pre-assigncd frequency pf , which may or may not be 
changed. Constraints arc defined on pairs of links that limit the 
choice of frequencies for these pairs. For a pair of links { i,j ) 
these constraints arc cither of type 

assignment that satisfies all constraints and minimises the 
number of distinct frequencies used or the largest frequency 
used: 

or of type 

\fi-fj\><lil 

\fi-W-- 

(1) 

(2) 

for a given distance dit > 0. Two links i and j involved in a 
constraint of type (1) arc called interfering links, and the 
corresponding d,j is the interfering distance. Two links bound 
by a constraint of type (2) are referred to as a pair of parallel 
links; every link belongs to exactly one such pair. 

Some of the constraints may be violated at a certain cost. Such 
restrictions are called soft, in contrast to the hard constraints, 
which may not be violated. The constraints of type (2) arc 
always hard, and so arc some of the pre-assignment 
constraints which dictate the preferred frequency for a link 
also called mobility constraints. Interference costs c:j for 
violating soft constraints of type (1) and mobility costs m, for 
changing soft pre-assigncd frequencies are given. An 
assignment of frequencies is complete if every link in L has a 
frequency assigned to it. We denote by C and M the sets of all 
soft interference and mobility constraints, respectively. 

The first priority is to find a complete assignment that satisfies 
all hard constraints and is of minimum cost: 

min Zc-ij-Wfi -f \<dij) +IcrS(\f, - pf l>0) (3) 
C M 

subject to hard constraints: 

\f. -f. | > dij : for all pairs of links { i,j } involved in the hard 
constraints, 

\fi-fj\ = djj: for all pairs of parallel links { i,j ), 

fi = Pi: for all links i e L with hard pre-assigncd frequencies. 

fe D,: for all links i e L, 

where <5(.) is 1 if the condition within brackets is true and 0 
otherwise. 

If there exists a feasible assignment (i.e. a complete 
assignment of zero cost) then we would like to find a feasible 

min I Uj {/• } I 

min max/ 

(4) 

(5) 

subject to the hard and soft constraints: 

\f -f I > djj : for all pairs of links ( i,j } involved in the soft 
and hard constraints, 

\fi-fj I = d,j: for all pairs of parallel links { i,j ), 

/■ = p,: for all links i e L with hard pre-assigncd frequencies, 

fi e D;: for all links i e L. 

Essentially, there are two distinct types of RLFAP instances. 
Instances where all solutions violate one or more constraints 
of the problem. For these insoluble instances, the cost function 
is given by (3). Instances for which exist at least one solution 
which satisfies all the constraints. For these soluble instances, 
we are seeking solutions which satisfy the constraints and 
cither minimise (4) or (5). In the following, we describe the 
proposed GLS algorithm for the problem. We begin with local 
search which is the basis of the method. 

4.  LOCAL SEARCH FOR THE RLFAP 

A local search procedure for PCSPs which is also applicable 
to the RLFAP has been described in previous work of the 
authors [22]. The scheme is based on the min-conflicts 
heuristic of Minton et al. [13] for Constraint Satisfaction 
Problems and also the computational model of the GENET 
neural network [25, 6]. An 1-optimal type move is used which 
changes the value of one variable at a time. Starting from a 
random and complete assignment of values to variables, 
variables are examined in an arbitrary static order. Each time a 
variable is examined, the current value of the variable changes 
to the value (in the variable's domain) which yields the 
minimum value for the objective function. Ties arc randomly 
resolved allowing moves which transit to solutions with equal 
cost. These moves arc called sideways moves [17] and enable 
local search to examine plateau of solutions occurring in the 
landscapes of many SAT and CSP problems. 

The above local search procedure can be directly applied to 
RLFAP by considering each link as a variable with a domain 
given by all the possible frequencies that can be assigned to 
the link. Results on using this approach were reported in [22]. 
A more efficient approach, used in this work, takes into 
account the fact that each link in RLFAP is connected to 
exactly one other link via a hard constraint of type (2). In 
particular, we can define a local search variable for each pair 
of parallel links bound by an equality constraint [7]. The 
domain of this variable is defined as the set of all pairs of 
frequencies from the original domains of the parallel links 
which satisfy the hard equality constraint. Next, we examine 
how this basic local search procedure can be improved by 
taking advantage of the Fast Local Search approach. 
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5.    FAST LOCAL SEARCH FOR THE RLFAP 

Best improvement local search for the RLFAP as used in the 
context of Tabu Search [1,7] evaluates all possible 1-optimal 
moves over all variables before selecting and performing the 
best move. Given the large number of links in real world 
instances, greedy local search is a computationally expensive 
option. The local search procedure described in previous 
section is already a faster alternative. An even faster 
alternative is fast local search initially used in the TSP under 
the name don't look bits technique for solving large instances 
of the problem [2]. Fast local search has been abstracted by 
Voudouris and Tsang and used in a number of applications as 
a generic neighbourhood reduction scheme [22, 20, 23]. 

In the case of the RLFAP, a bit is attached to each variable. If 
the bit of the variable is 1 then the variable is called active and 
it is examined for improving moves otherwise it is called 
inactive and it is discarded by local search. Whenever a 
variable is examined and its value is changed (i.e. the 
variable's parallel links are assigned to another pair of 
frequencies because of an improving or sideways move) the 
activation bit of the variable remains to 1 otherwise it turns to 
0 and the variable is excluded in future iterations of the 
improvement loop. Additionally, if a move is performed 
activation spreads to other variables which have their bits set 
to 1. In particular, we set to 1 the bit of variables where 
improving moves may occur as a result of the move just 
performed. These are the variables for which either one of 
their links is connected via a constraint to one of the links of 
the variable that changed value. There are five potential 
schemes for propagating activation after changing the value of 
a variable. They are the following: 

51. Activate all variables connected via a constraint to 
the variable which changed value. 

52. Activate only variables that are connected via a 
constraint which is violated. This resembles CSP 
local search methods where only variables in 
conflict have their neighborhood searched. 

53. Activate only variables that are connected via a 
constraint which has become violated as a result of 
the move (subset of S2 and also S4). 

54. Activate only variables that are connected via a 
constraint that changed state (i.e. violated —> 
satisfied or satisfied —> violated) as a result of the 
move (superset of S3). 

55. Activate variables that fall under either condition S2 
orS4. 

Fast local search stops when all the variables are inactive or 
when a local minimum is detected by other means. In the 
following, we describe the metaheuristic technique of GLS 
which significantly improves the performance of local 
searches. 

6.     GUIDED LOCAL SEARCH 

Guided local search is a metaheuristic algorithm which its aim 
is primarily to help local search to escape local optima. In 
doing so, the algorithm is also trying to distribute the search 
efforts to the best effect by guiding local search towards 
solutions of high quality. The basic idea is to augment the 
objective function with penalties, which direct the search away 
from local optima and towards high quality solutions. 

To apply GLS, one has to define features for the candidate 
solutions. For example, in the travelling salesman problem, a 
feature could be "whether the candidate tour travels 
immediately from city A to city B" [23]. GLS associates costs 
and penalty to each feature. The costs should normally take 
their values from the objective function. For example, in the 
travelling salesman problem, the cost of the above feature is 
the distance between cities A and B. The penalties are 
initialised to 0 and will only be increased when the local 
search reaches local optimum. This will be elaborated below. 

Given an objective function g that maps every candidate 
solution s to a numerical value, we define a function h which 
will be used by local search (replacing g). 

h(s) = g(s) + Xxl,(p.xI.(s)) (6) 

where s is a candidate solution, A, is a parameter to the GLS 
algorithm, i ranges over the features, p. is the penalty for 
feature ;' (all p. 's are initialised to 0) and /, is an indication of 
whether s exhibits feature ;': 

I.(s) =1 if s exhibits feature i; 0 otherwise       (7) 

When local search settles on a local optimum, the penalty of 
some of the features associated to this local optimum is 
increased (to be explained below). This has the effect of 
changing the objective function (which defines the 
"landscape" of the local search) and driving the search 
towards other candidate solutions. The key to the effectiveness 
of GLS is in the way that penalties are imposed. It is worth 
pointing out that a slight variation in the way that penalties are 
managed could make all the difference to the effectiveness of 
a local search. 

Our intention is to penalise "bad features", or features which 
"matter most", when a local search settles in a local optima. 
The feature that has high cost affects the overall cost more. 
Another factor that should be considered is the current penalty 
value of that feature. We define the utility of penalising 
feature ;', utili, under a local optimum s„ as follows: 

Utill(s,) = I,(s,)Xc,/(l+p,) (8) 

where c is the cost and p. is the current penalty value of 
feature i. In other words, if a feature is not exhibited in the 
local optimum, then the utility of penalizing it is 0. The higher 
the cost of this feature (c), the greater the utility of penalising 
it. Besides, the more times that it has been penalised, the lower 
the utility of penalising it again. 

In a local optimum, the feature(s) with the greatest util value 
will be penalised. This is done by incrementing its penalty 
value by 1: 

/>,■=/>,■+1 (9) 

By taking cost and the current penalty into consideration in 
selecting the feature to penalise, we are distributing the search 
effort in the search space. Candidate solutions which exhibit 
"good features", i.e. features involving lower cost, will be 
given more effort in the search, but penalties help to prevent 
all effort be directed to the best features. Following we shall 
describe the general GLS procedure: 

Procedure GLS (input: an objective function g; a local search 
strategy L; features and their costs; parameter X) 

0. Generate a starting candidate solution randomly or 
heuristically; 

1. Initialize all the penalty values (p,) to 0; 

2. Repeat the following until a termination condition (e.g. a 
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maximum number of iterations or time limit) has been 
reached: 

3.1. Perform local search (using L) according to the function 
h (which is g plus the penalty values, as defined in (6) above) 
until a local optimum M has been reached; 

3.2. For each feature i which is exhibited in M compute util, = 

Ci/(1+Pi) 

3.3. Penalize every feature i such that ittilj is maximum: p, = />,• 

+ 1; 

Return the best candidate solution found so far according to 
the objective function g. 

Applying guided local search to a problem requires the 
existence of a local search procedure preferably a version of 
fast local search and also a set of features which will be used 
to guide local search in the problem's search space. If a fast 
local search variant is available, we can combine it with GLS 
in a straightforward way. The key idea is to associate features 
to activation bits. The associations to be made arc such that for 
each feature we know which variables contain moves that 
have an immediate effect upon the state of the feature (i.e. 
moves that remove the feature from the solution). 

At the beginning of GLS, all the activation bits of fast local 
search arc set to 1 and fast local search is left to reach the first 
local minimum. Whenever a feature is penalised, the bits of 
the associated variables and only these are set to 1. In this 
way, after the first local minimum, fast local search calls start 
by examining a subset of the variables and in particular those 
which associate to the features just penalised. 

Another variant to the GLS method which seems to 
significantly improve performance in certain RLFAP instances 
is to decrease penalties and not only increase them. More 
specifically, the variant uses a circular list to retract the effects 
of penalty increases made earlier in the search process, in a 
way that very much resembles a tabu list. In particular, 
penalties increased arc decreased after a certain number of 
penally increases is performed. The scheme uses an array of 
size ; where the ; most recent features penalised arc recorded. 
The array is treated as a circular list, adding elements in 
sequence in positions 1 through t and then starting over at 
position 1. Each time the penalty of a feature is increased (by 
one unit), the feature is inserted in the array and the penalty of 
the feature previously stored in the same position is decreased 
(by one unit). The rational behind the strategy is to allow GLS 
to return to regions of the search visited earlier in the search 
process, so introducing a search intensification mechanism. 

Next, we examine the objective function g used by local 
search in the RLFAP, the GLS features defined, their costs 
and also how the problem variables are activated in the case of 
fast local search when these features arc penalised. 

7.     LOCAL SEARCH AND GLS APPLIED TO THE 
RLFAP 

7.1 Objective Function 

In the RLFAP, we defined and used a simple objective 
function for both insoluble and soluble instances. The 
objective function g was given by the sum of all constraint 
violation costs in the solution with all the constraints 
contributing equally to the sum. This objective function is as 
follows: 

gis) = Za\f(s) -f/s) \<dij) +Es(\f,(s) ■ 
C u C";,r;i M 

subject to hard constraints: 

pfi\>0)       (10) 

f(s) e D; : for all links / e L, 

where bX.) is 1 if the condition within brackets is true and 0 
otherwise,//.?) is the frequency assigned to link / in solution .v, 
CHarJ is the set of hard inequality constraints, C is the set of 
soft inequality constraints, M is the set of soft mobility 
constraints and D' is the reduced domain for link ;' containing 
only frequencies which satisfy the hard equality and mobility 
constraints. A solution s with cost 0 with respect to g is 
satisfying all hard and soft constraints of the problem. 

GLS allows us to use such a simple objective function for 
local search and still obtain high quality solutions. Most of the 
costs contained in the original cost function of the problem 
can be minimised by defining features for solutions and setting 
the feature costs to appropriate values. The application of 
penalties can force local search toward solutions of high 
quality, to some degree independently from the objective 
function used by local search. 

GLS will normally perform better with an objective function 
which is closely based on the cost function of the problem. 
The motivation to use a simple function such as (10) is closely 
related to the rugged landscapes formed in RLFAP, if the 
original cost function is used. In particular, high and very low 
violation costs are defined for some of the soft constraints in 
insoluble instances. This leads to even higher violation costs 
to have to be defined for hard constraints. The landscape is not 
smooth but full of deep local minima mainly due to the hard 
and soft constraints of high cost. Soft constraints of low cost 
are buried under these high costs. CALMA researchers, 
implementing Simulated Annealing for the insoluble 
instances, also found it difficult to devise a cooling regime 
which is effective on these types of landscapes [7J. 

In the following, we continue by presenting the different 
features defined in the RLFAP to help local search escape 
local minima and also be guided towards solutions of high 
quality. 

7.2 Constraint Features for Minimising Interference Costs 

One very important cost factor in the RLFAP is the constraint 
violation costs defined for soft inequality constraints. 
Inequality constraints can be used to define a basic feature set 
for the RLFAP. Each inequality constraint is interpreted as a 
feature with the feature cost given by the violation cost of the 
constraint cy as defined in the problem's original cost function 
(3). 

For the RLFAP, the objective function of local search is 
augmented with a set of modifiable penalty parameters one for 
each inequality constraint. Initially, the penalty parameters arc 
set to 0 and each constraint accounts only for its violation cost 
set to 1 for all constraints. Each time local search settles in a 
local minimum, the penalties for some of the constraints 
violated (the corresponding features arc exhibited) are 
increased according to the general scheme described in section 
6. Constraints with high cost arc penalised more frequently 
than those with low cost. In the short term, local search 
escapes from the local minimum while in the long term, it is 
biased to spend more time on solutions that satisfy high cost 
constraints than low cost ones. 



14a-5 

Hard inequality constraints are also modelled as features 
though the cost assigned to them is infinity. This results in 
their utility to be penalised to also tend to infinity. To 
implement that in the program, hard constraints are given 
priority over all other features (i.e. features defined for soft 
inequality constraints and other features to be introduced 
below). This basically forces local search to return back to a 
feasible region where penalising other features can resume. 

7.3 Value Features for Minimising Mobility Costs 

The mobility constraints considered during the search process 
are all of soft nature since the hard mobility constraints are 
pre-processed. To minimise this cost factor, a feature is 
defined for each value in the domain of a variable and that for 
all variables which have mobility constraints associated with 
their links. The cost of each value feature is defined by the 
sum of mobility costs m; that would be incurred according to 
(3) if the pair of frequencies represented by the value were 
assigned to the links modelled by the variable. 

Each time local search settles in a local minimum, values 
assigned to variables with mobility constraints or constraints 
violated (i.e. the corresponding features are exhibited) will 
have their penalties increased according to the general scheme 
described in section 6. If GLS is combined with the fast local 
search of section 5 then variables associated with the penalised 
constraints or values will also be activated to focus fast local 
search to remove the penalised features. 

7.4 Frequency Features for Minimising the Number of the 
Frequencies Used 

Features for minimising this factor are only deployed in 
soluble instances. In particular, a frequency feature is defined 
for each frequency appearing in the union of domains of the 
links. In contrast to other features described above, the penalty 
for a frequency feature is incorporated in the objective 
function not once but multiple times. More specifically, for 
each variable that can use a specific frequency, the penalty for 
this frequency is incorporated in the objective function 
multiplied by an indication function. This indication function 
takes the value 1, if the frequency is utilised by the variable in 
at least one of its parallel links or 0 otherwise. This enable us 
to force all variables that are using a specific frequency to 
avoid it by simply increasing the penalty for that frequency. 
Given the capability to force local search to avoid specific 
frequencies, the question is how to choose these frequencies 
so that the overall number of frequencies used is minimised 
during the search process. 

A simple heuristic is to increase the penalties for frequencies 
used by only few of the variables. Eliminating these 
frequencies will eventually lead to a decrease in the total 
number of frequencies used since variables will be in their 
majority assigned to frequencies used by many variables. 
More formally, the feature cost for a feature representing 
frequency/ e u; {f.} is defined as follows: 

c/s)=V\Lf(s)\ (11) 

where Lf is the set of links assigned to the frequency / in 
solution s. Obviously, frequencies not assigned to any of the 
links in the local minimum may be discarded since penalising 
them will have no effect. The indication function for a 
frequency feature to be incorporated in its utility function is as 
follows: 

//>») = 1 if s, uses frequency/; 0 otherwise.       (12) 

Frequency features maximising the utility function (8) (as it is 
instantiated by using (11) and (12)) have their penalties 
incremented. 

If GLS is combined with fast local search, we activate all 
variables which are using the penalised frequency in either one 
of their links. Finally, frequency features are only considered 
for penalisation if no soft or hard constraints are violated since 
we want to minimise these cost factors first. 

7.5 Value Features for Minimising the Maximum 
Frequency Used 

For minimising this optimisation criterion, we introduced a 
feature set similar to that used for mobility costs. As with 
mobility costs, one feature was defined for each value in the 
domain of a variable though this time the feature costs were all 
equal and set to the value 1. For the penalties on values to 
have an effect in minimising the maximum frequency used, 
we only considered for penalising values which were 
responsible for assigning the maximum frequency used in the 
local minimum. Since all features are having an equal cost, the 
utility function of GLS simply translates in selecting the 
feature(s) which has been penalised the minimum number of 
times. As before, if fast local search is utilised, the variable of 
a value penalised is activated. 

8. EXPERIMENTAL EVALUATION OF GLS 

8.1 Experimental Setting 

We conducted a large number of experiments on the publicly 
available RLFAP instances. For all GLS variants tested, the A. 
parameter was set to 1 and ten runs were performed from 
different random initial solutions for each benchmark instance. 
Since GLS is not a complete method, a termination criterion 
has to be specified. For that purpose, we set a limit on the 
number of 1-optimal moves that are evaluated in a single run. 
The value chosen for that limit was 4xl07 moves for all 
variants and instances considered. 

In order to give an indication of the times spent on problem 
solving, we also measured the User Time (excluding any 
System Time such as i/o operations, memory allocation etc.) 
required by the variants to reach the best solution in each of 
their runs. All times reported refer to a SPARCUltra 
workstation running at 168Mhz which represents a typical 
modern UNIX workstation. 

To evaluate the performance of variants with regard to the 
quality of solutions they can produce, we used the measure of 
percentage excess above the best known solution. This 
measure is calculated in the following way: 

excess = 100 * (solution_cost - best_known_solution_cost) / 
best_known_solution_cost 

In total, we used 25 instances to test GLS and its variants. 
Eleven of these instances were made publicly available by the 
French Centre Electronique de 1' Armament. These instances 
are based on real world problems and are considered to be 
representative of the different variations of the problem. We 
will refer to these instances as the Celar set. 

In addition to these instances, a set fourteen were made 
available during the CALMA project. These instances were 
generated by the GRAPH problem generator described in [3], 
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Although random in nature, they thought to resemble the 
realistic Cclar instances. We will refer to this second set of 
instances as the Graph set. In the following, vvc highlight 
some of the results from the experiments conducted. A 
detailed report on the results and the also the GLS method on 
the RLFAP will be provided in [24]. 

8.2 Guided Local Search Variants for the RLFAP. 

In total, there are six variations of GLS for the RLFAP 
problem. The variants arc derived by combining GLS with the 
local procedures presented in sections 4 and 5. These variants 
arc the following: 

• GLS-FI: This is the result of the combination of GLS 
with first improvement local search of section 4. 

. GLS-FLS-S1, GLS-FLS-S2, GLS-FLS-S3, GLS-FLS-S4, 
GLS-FLS-S5: This is the set of variants resulting from 
the combination of GLS with fast local search using one 
of the available activation schemes (sec section 5). 

We tested all the above techniques on the RLFAP instances 
and also experimented with the circular list strategy when 
combined with GLS-FLS-S3, GLS-FLS-S4, and GLS-FLS-S5. 

8.3 Best Known Solutions and GLS 

GLS variants repeatedly found or improved the best known 
solutions as reported in [18] and also in an Internet Web page 
by Thomas Schicx devoted to the RLFAP instances 
(http://www-bia.inra.fr/T/schicx/Doc/CELARE.html). Table 1 
summarises this information. In this table, solution costs in 
italic characters indicate that GLS was able to find the best 
known solution, while in bold indicate that GLS improved the 
best known solution. An asterisk next to a solution cost 
indicates that the cost is known to be optimal. 

For the 25 publicly available RLFAP instances, GLS managed 
to find the best known solution in 18 of them, improved the 
best known solution in 5 and found a marginally inferior 
solution in only 2 of the instances. Note here, that the best 
known solutions have been discovered by different techniques. 
GLS achieved a better performance than the collection of 
these techniques by improving the cost of the previously best 
known solutions by an average 1,759?. 

8.4 Comparing the GLS Variants. 

All the GLS variants achieved very good results. It is worth 
pointing that despite the thousands of runs performed for 
testing the 6 variants, GLS was always able to find a feasible 
solution for the soluble instances and that despite the fact that 
hard inequality constraints were included in the cost function. 

As expected, GLS-FLS variants were better on average than 
the GLS-FI variant. GLS-FLS-S5 was found to be the best 
variant with regard to the measures of average excess and 
worst excess. We also found that all GLS-FLS variants with 
the exception of GLS-FLS-S 1 arc well suited for finding high 
quality solutions (i.e. they have an average best excess 
between 1% and 2% above the best known solutions). GLS- 
FLS-S 1 is activating more variables that the other FLS 
variants, this seems to be having an adverse effect in 
computation times which in each turn affects the quality of 
solutions found by GLS-FLS-S 1. The variants considered in 
this section arc not using the circular list strategy for penalties. 

As we arc going to sec in the next section , this strategy can 
significantly improve the GLS performance. 

RLFAP 
Instance 

Best Known 
Solution Cost 

Best Solution 
Cost found hy 
GLS 

cclarl 16* 16 

cclar2 14* 14 

celar3 14* 14 

celar4 46* 46 

cclar5 792* 792 

cclar6 3389* 3389 

cclar7 343592 343598 

cclar8 262 262 

cclar9 15571 15571 

cclarl0 31516 31516 

cclarl 1 22* 24 

graph 1 18* 18 

graph2 14* 14 

graph 3 380* 380 

graph4 394* 394 

graph? 221 221 

graph6 4189 4123 

graph7 4324 4324 

graphs 20 18 

graph9 18* 18 

graph 10 394* 394 

graph 11 3513 3081 

graph 12 11827 11827 

graph 13 11130 10119 

graph 14 10 8* 

Tahle 1 Comparison between the best known solutions and 
the best solutions found by GLS. 

8.5 Results Using the Circular List Strategy 

GLS variants can be further improved by utilising the circular 
list strategy described in section 6. We selected the variants 
GLS-FLS-S5, GLS-FLS-S4 and GLS-FLS-S3 to experiment 
with this strategy. GLS-FLS-S4 produced the best results 
when combined with the strategy while GLS-FLS-S5 and 
GLS-FLS-S3 also improved their performance. Results for 
GLS-FLS-S4 using the circular list strategy arc reported in 
Table 2. As we can sec in this table, GLS-FLS-S4 achieves a 
stunning average excess of only 1.63% above the best known 
solutions. This is a massive improvement over the best 
average excess of 8,839} for GLS variants not using the 
circular list, achieved by GLS-FLS-S5 in the experiments of 
section 8.4. 

Another result worth noting in Table 2 is that the best known 
solutions were found in each and every run of GLS-FLS-S4 
for eleven of the instances (sec rows with mean excess equal 
to 0). The average user time for the variant was a reasonable 
4.73 minutes. Of course when used in practice, the algorithm 
can be stopped at any time and report the best solution found 
up to that point. 
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RLFAP 
Instance 

Best 
Solution 
Cost 

Worst 
Solution 
Cost 

Mean 
Excess 
(%) 

Mean 
User Time 
(min) 

celarl 16 18 3.75 5.63 
celar2 14 14 0 0.02 
celar3 14 14 0 0.19 
celar4 46 46 0 0.01 
celar5 792 792 0 0.09 
celarö 3389 3415 0.312777 15.16 

celar7 343702 354205 0.442181 17.55 

celar8 262 285 3.396947 15.68 

celar9 15571 15612 0.04046 6.62 

celarlO 31516 31517 0.000635 5.46 
celarl 1 24 30 22.72727 11.55 
graph 1 18 18 0 1.70 
graph2 14 14 0 0.04 
graph3 380 380 0 0.08 
graph4 394 394 0 0.37 
graph5 221 221 0 0.48 

graphö 4133 4167 0.603929 11.84 

graph7 4329 4338 0.157262 6.77 
graph8 18 18 0 4.33 

graph9 18 20 1.111111 1.67 

graph 10 394 764 9.390863 0.59 
graph 11 3087 3137 1.194417 4.67 
graph 12 11832 11840 0.049886 3.84 

graph 13 10194 11334 5.691274 3.92 
graph 14 8 8 0 0.08 
Mean 1.627129 4.73 

Table 2 Results for the variant GLS-FLS-S4 using the 
circular list strategy. 

8.6 Comparison with the CALMA Project Algorithms. 

In the framework of the CALMA project, a number of 
optimisation techniques were applied to the RFLAP, amongst 
them versions of Simulated Annealing, Tabu Search and 
Genetic Algorithms. A summary of the results for the 
techniques tested on the RLFAP by the CALMA project 
members is given in [18]. To give an indication of the relative 
performance of GLS with regard to these techniques, we 
compare the results reported in [18] with the results obtained 
by GLS-FLS-S4 using the circular list strategy. Tables 3 & 4 
compare GLS results with the results from the CALMA 
techniques on the Celar and Graph sets respectively. 

A number of conclusions can be drawn based on the 
information presented in these tables. Firstly, GLS has been 
successfully applied to all instances without exception 
something which is not the case for any of the other 
algorithms. More importantly the performance of GLS is 
consistent across all instances. The only techniques which 
offer a wide coverage of instances and produce results 
consistent and competitive with those of GLS are the 
Simulated Annealing variant by EUT [7], the Variable Depth 
Search variant by EUT [7], and the Extended GENET by KCL 
which is a neural network [16, 1]. 

The results for Extended GENET are exceptionally good for a 
neural network architecture applied to a CO problem. 
Nonetheless, they are not surprising since the technique is also 
based on the GENET neural network architecture like GLS. 
The interested reader may refer to [22] for a direct comparison 
between Extended GENET and the less efficient version of 
GLS presented in there. In brief, we found in [22] that the 
average solution quality produced by Extended GENET is 
much inferior than that of GLS as implemented in that paper. 
The main reason being that Extended GENET does not use 
some of the principles of GLS such as selective penalisation 
and problem modelling using features. Furthermore, Extended 
GENET does not apply to problems with mobility costs and it 
is cumbersome to extend since a problem definition has to be 
cast to a neural network architecture. 

The Simulated Annealing variant by EUT is performing well 
on both the soluble and insoluble instances of the CELAR set 
though overall the results are inferior in terms of solution 
quality than those of GLS. Furthermore the algorithm is very 
time intensive on the insoluble instances. This last behaviour 
may be related to the fact that it is difficult to find a good 
cooling regime for the rugged landscapes of RLFAP's 
insoluble instances as this is pointed out in [7]. 

In our opinion, the Variable Depth Search by EUT is the most 
competitive algorithm to the GLS-FLS-S4 variant though on 
average has an inferior performance. In particular, GLS has a 
significantly better performance on the insoluble instances of 
the Graph set and also the soluble instances of the CELAR set. 
A better solution by VDS is only reported for instances Celar7 
and Graph7 and that by a very small margin. Furthermore the 
technique is not applied to instances were the maximum 
frequency is minimised. 

Generally speaking, if the average behaviour of the CALMA 
methods was well documented then further conclusions could 
be drawn. As mentioned above, GLS-FLS-S4 has a very small 
variance with regard to solution quality (see Table 2) and that 
could be a significant advantage over other heuristic methods 
which in many cases, they are very sensitive to the random 
starting point chosen in each run. 

Finally, Tabu Searches (TS) developed by the CALMA 
project members are not very competitive, the main reason 
being the use of best improvement local search which given 
the large number of variables is a very expensive option for 
these problems. Further work on Tabu Search variants using 
candidate list strategies and/or move update schemes may 
result in better performance for Tabu Searches in the RLFAP. 
Successful TS variants have already been developed though in 
the context of the relatively simpler minimum interference 
problem [4, 5, 10]. RLFAP introduces a number of additional 
requirements such as mobility constraints, hard inequality and 
equality constraints, soft constraints with different violation 
costs, minimisation of the number of frequencies used, 
minimisation of the maximum frequency used, and also 
different domains for the problem's variables. At the moment, 
efficient TS approaches such as those described in [10] are 
only addressing the minimisation of constraints with equal 
violation costs and to some extent the problem of minimising 
the number of frequencies used, though all variables are 
consider to have the same domain and the minimisation of the 
criterion is conducted in a rather ad-hoc way (i.e. multiple 
runs with fixed frequency sets [10]). 
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9.    CONCLUSIONS 

In this paper, the application of Guided Local Search to the 
Radio Link Frequency Assignment Problem was examined. A 
number of different variants were described and evaluated on 
publicly available RLFAP benchmarks instances. We found 
that the GLS method is an ideal technique for the problem 
finding solutions of high quality in reasonable time while 
being applicable to all different variations of the problem. In 
addition to that, comparisons of GLS with other methods 
demonstrated the superiority of the technique. 

Given the very good performance of Guided Local Search on 
the problem (i.e. the best GLS variant achieves an average 
excess of 1,63% over the best known solutions for the 
benchmark instances), we believe there is little room for 
improvement with regard to solution quality by using more 
sophisticated techniques. Future research, related to this work, 
will focus on the application of GLS in practical systems for 
frequency assignment and other problems. The real world is 
the ultimate testbed for evaluating an algorithm given the 
many difficulties involved such as side constraints, complex 
objective functions, user preferences, and also requirements 
for dynamic or distributed optimisation. 
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PAPER TITLE Paper 14 - Solving the Radio Link Frequency 
Assignment Problem Using Guided Local 
Search 

AUTHOR :        C. Voudouris, E. Tsang 

NAME :        K.S. Kho 

QUESTION 

In your results in Table 1 and 2, you reported solution cost varying from 14 to 
393592. What were the scenarios used e.g. how many frequencies were to be 
assigned and what were the Frequency Assignment constraints? 

ANSWER 

The problems were made available by the French Centre d'Electronique I'Armament, 
in a Web site maintained by Thomas Scliex before he moved on (http.//www- 
bia.inra.fr/T/Schiex/Doc/CELARE.html). The optimal values are not comparable 
between problems. The 25 benchmark problems cover problems of different 
classes, from satisfiable problems (in which cases the goal is to minimise the 
number of frequencies used or the maximum frequency used, e.g.) to insoluble 
problems (in which case other criteria are to be optimised). This is meant to cover a 
range of problems of the interest in the CALMA project. 

I should perhaps point out that the GLS algorithm that we use is unchanged for all 
the test problems. In fact, the same GLS was used in other problems reported, with 
domain knowledge added and X adjusted, of course. 
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PAPER TITLE Paper 14 - Solving the Radio Link Frequency 
Assignment Problem Using Guided Local 
Search. 

AUTHOR :        C. Voudouris, E. Tsang 

NAME :        J. Bater 

QUESTION 

My particular experience is with cellular problems. Given that local conditions, due 
to rapid fall off of signal power with distance, seem to predominate the structure of 
these problems. Do you think that the techniques you have described, for fast and 
guided band search which seem more able to capture these structures represent, 
the beginning of methods which combine good search algorithms with good 
modelling? 

ANSWER 

This is a difficult question to answer, because we do not know when GLS-FLS is 
good and bad. This is something that we are trying to address. The "landscape" of 
the search space described by the questioner is a "hilly" one. (The modelling 
defines the landscape). We know that hill climbing in general is troubled by 
plateaux. So a hilly landscape favours GLS. Given that constraint violation usually 
occur locally though it can be propagated to other locations (i.e. other constraints), 
FLS would help the search to focus on the relevant parts of the landscape. 

To summarise, the cellular problem has characteristics which favour GLS-FLS, 
though whether GLS-FLS is a start of a new class of algorithms for this application 
remains to be seen (depending op adoption by users and other researchers). 
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SOLVING THE RADIO LINK FREQUENCY ASSIGNMENT PROBLEM 
WITH THE GUIDED GENETIC ALGORITHM 

T. L. LAU, and E. P. K. TSANG 

University of Essex 
Dept. of Computer Science 

Wivenhoe Park 
Colchester C04 SSQ 

United Kingdom 
email: {tllau, edward} Qessex.ac.uk 

The Radio Link Frequency Assignment Problem is an abstraction of a real life 
military application that involves the assigning of frequencies to radio links. This 
problem set consists of eleven instances that are classed as either a Constraint 
Satisfaction Optimization Problem or a Partial Constraint Satisfaction Problem. 
Each problem has different optimization and constraint requirements, and can 
have up to 916 variables, and up to 5548 constraints. 

The Guided Genetic Algorithm (GGA) is a hybrid of Genetic Algorithm and 
meta-heuristic search algorithm Guided Local Search. As the search progresses, 
GGA modifies both the fitness function and fitness template of candidate solutions 
based on feedback from constraints. In this paper, we have shown that GGA has 
the best optimality-robustness advantage over current published results. 

Keywords: Genetic Algorithm, Constraint Satisfaction Optimization Problem, 
Partial Constraint Satisfaction Problem 

1    Introduction 

A finite Constraint Satisfaction Problem (CSP) can be described as a prob- 
lem with a finite set of variables, where each variable is associated with a 
finite domain. Relationships between variables constraint the possible in- 
stantiations they can take at the same time [1, 2]. To solve a CSP, one 
must find the solution tuple that instantiate variables with values of their 
respective domains, and that these instantiations do not violate any of the 
constraints. Our area of research is in Constraint Satisfaction Optimization 
Problem (CSOP) and Partial Constraint Satisfaction Problem (PCSP), two 
variations of the CSP. 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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In the realms of CSP, the instantiation of a variable with a value from its 
domain is called a label. A simultaneous instantiation of a set of variables is 
called a compound label, which is a set of labels. A complete compound label 
is one that assigns values, from the respective domains, to all the variables 
in the CSP. 

A CSOP is a CSP with an objective function / that maps every com- 
plete compound label to a numerical value. The goal is to find a complete 
compound label S such that f(S) gives an optimal value, and that no con- 
straint is violated. A PCSP is similar to a CSOP except that the complete 
compound label may have variable instantiations that violate some of its 
constraints. Violation is unavoidable because the constraints are so tight 
that a satisfiable solution does not exist, or cannot be found [3, 1]. De- 
ciding which constraint to violate is influenced by its cost and type. Hard 
constraints are types of constraints that must not be violated, whereas soft 
constraints may. The sum cost of all violated constraints is reflected in the 
objective function, further to other optimization criteria. 

1.1    The Radio Link Frequency Assignment Problem 

1.1.1 Background 

The EUCLID CALMA (Combinatorial Algorithms for Military Applica- 
tions) consortium is a group of six research bodies in Europe that was formed 
to investigate the use of AI techniques to aid military decisions. The Ra- 
dio Link Frequency Assignment Problem (RLFAP) is a case study proposed 
within the group to observe the effectiveness of different approaches. It is 
an abstraction of a real world military application that is concerned with 
assigning frequencies to radio links. The RLFAP1 contains eleven instances 
with various optimization criteria, made publicly available through the ef- 
forts of the French Centre d'Electronique 1'Armament. RLFAP is NP-hard 
and is a variation on the T-graph colouring problem introduced in [4]. 

1.1.2 Types of Instances 

Each instance in the RLFAP has a set of files that describe its variables, 
their domains, the constraints, and the objective. In addition, we are also 
given information on the respective optimization requirements based on the 
solubility of the problem. Optimization criteria describe the interpretation 
of variable instantiations and the means of measuring their desirability; thus 
shaping the objective function of our search routine, whereas the solubility 
of the problem states if a solution can be found under the condition that 

1RLFAP is available at the Centre d'Electronique 1'Armament (France), via ftp at 
ftp.cert.fr/pub/bourret. 
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no constraint was violated. If an instance can be solved without constraint 
violation, then its optimality is defined as either 01 or 02, otherwise it 
is 03 (see below). For an insoluble instance, we use the violation cost of 
each constraint to solve the instance as a PCSP. In this paper, regardless of 
the problem's solubility, all instances in RLFAP are solved as PCSP since 
a CSOP problem can be mapped into a PCSP by giving each constraint a 
violation cost. This violation cost is the same value for all constraints in the 
instance. 

01 - optimal solution is one with the fewest number of different values in 
its variables. 

02 - optimal solution is one where the largest assigned value is minimal. 

03 - if a the problem cannot be solved without violating constraints, find 
a solution that minimizes the objective function as follows: 

a\ x nc\ + Ü2 x nc2 + 03 x nc^ + 04 x 71C4 + 

+ b\ x nv\ + 62 x nv2 + fa x nv^ + 64 x nv^ (1) 

Where nci is the number of violated constraints of priority i, nvi is the 
number of modified variables with mobility i. Mobility for a radio link 
states the cost for changing the frequency from its assigned default. 
The values of the weights a$ and 6j are given if necessary. 

All constraints in the RLFAP are binary; that is, each constraint operates 
on the values in two variables. These constraints test the absolute difference 
of two variables in a candidate solution, where this logical test can belong 
to either of the two following classes: 

Cl - the absolute difference must be lesser than a constant. 

C2 - the absolute difference must be equal to a constant. 

Table 1 lists the instances, their characteristics and its objective. From 
this table, we can observe that the RLFAP contains instances that are var- 
ied in both the optimization and constraint criteria. Further, the number of 
variables, their domain sizes, and the number of constraints on these vari- 
ables make the RLFAP a non-trivial problem set for any algorithm. The 
RLFAP would not only test the quality and robustness of an algorithm, 
but also its flexibility to adapt to the different optimization and constraint 
criteria of each instance. 
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Table 1: Characteristics of RLFAP instances. 

Instance No. of 
variables 

No. of 
constraints 

Souble    Minimize Type 

scenOl 916 5548 Yes 
scen02 200 1235 Yes 
scen03 400 2760 Yes 
scen04 680 3968 Yes 
scen05 400 2598 Yes 
scen06 200 1322 No 
scen07 400 2865 No 
scen08 916 2744 No 
scen09 680 4103 No 

seen10 680 4103 No 

scenll 680 4103 Yes 

Number of different values used 01 
Number of different values used 01 
Number of different values used 01 
Number of different values used 01 
Number of different values used 01 
The maximum value used 02 
Weighted constraint violations 03 
Weighted constraint violations 03 
Weighted  constraint  violations 03 
and mobility costs 
Weighted  constraint  violations 03 
and mobility costs 
Number of different values used 01 

2    The RLFAP in PCSP Expression 

A PCSP is defined as a quadruple of {Z, D, C, /} where Z is a finite set of 
variables. With respect to Z, D is a function that maps every variable to 
a set of values, which is called a domain. C is a finite set of constraints 
that affect a subset of the variables, and each constraint has a cost for its 
violation. The objective function / returns a magnitude based on the instan- 
tiation of the variables and the satisfaction of constraints. In the RLFAP, 
each instance has a set of files that conveniently describe the respective Z, 
D and C sets. 

2.1    Variables and Domains 

For any of the RLFAP instance with m variables, let q3 be a variable in Z 
representing one radio link. For each variable qj in Z, there is one associated 
domain mapped by the function D, denoted by D(q}), which contains a set 
of n values, each value representing a valid frequency that can be assigned 
to the variable. 

where Vg,- G Z : 

Z = {<7l,<?2,---,<7m} (2) 

D{qj) = {freqi, freq2,..., freqn} (3) 
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2.2 Constraints 

The constraint set C consists of n elements, representing n constraints in 
the instance. Each element in C consist of the constraint C{ and its cost 
costi2 (Eq. 4). As discussed in section 1.1.2, there are two types of binary- 
constraints in the RLFAP; Cl and C2 which we formulate into Eq. 5. In 
that equation, qa and qb are two variables from a candidate solution, and z 
is a constant. Eq. 6 states that constraint Cj returns a binary value that is 
1 for a violation and 0 otherwise. 

C    =    {< Ci,COSti >,< C2,COSt2 >,...,< cn,costn >}        (4) 

„ / Ci = \qa - qb\ < z, if Cj is type Cl , . 
{ Ci = \qa - qb\ = z, if Ci is type C2 

, _    J   1, constraint is violated , . 
1 1   0, otherwise 

2.3 Objective Function 

The respective objective function / of the instances in RLFAP are stated in 
Table 1. The objective functions are also explained in section 1.1.2. 

3    Algorithms 

CSPs and CSOPs are generally NP-hard [1] and although heuristics have 
been found useful in solving them, most systematic search algorithms are 
deterministic and constructive [5], and would thereby be limited by the 
combinatorial explosion problem. Systematic methods include search and 
inference techniques. These search methods are complete, so they are able 
to guarantee a solution, or to prove that one does not exist. Thus systematic 
techniques will, if necessary, search the entire problem space for the solution 
[6]. 

The combinatorial explosion is an obstacle faced by systematic search 
methods for solving realistic CSPs, and in looking for optimal and or near- 
optimal solutions in CSOPs. In optimization, to ensure that the solution 
found is the optimal, systematic search algorithms would need to exhaust 
the entire problem space to establish that fact. 

Stochastic search methods are normally incomplete. They are not able 
to guarantee that a solution can be found, and neither can they prove that 
a solution does not exist. They forgo completeness for efficiency. Often, 
stochastic search methods can be faster in solving CSOPs than systematic 

2Cost for violating the constraint. 
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methods [7]. Many publications such as [8, 9, 10] demonstrated on several 
large problems that systematic search algorithms fail to solve, but stochastic 
alternatives efficiently conquer. 

3.1    Genetic Algorithms 

Geneitc Algorithms are stochastic search algorithms that borrow some con- 
cepts from nature [11, 12, 13]. GA maintains a population pool 7 of candidate 
solutions called strings or chromosomes. Each chromosome -yp is a collec- 
tion of a building blocks known as genes, which are instantiated with values 
from a finite domain. Let 7P)(? denote the value of gene q in chromosome p 
in the population 7. 

Associated with each chromosome is a fitness value which is determined 
by a user defined function. The function returns a magnitude that is propor- 
tional to the candidate solution's suitably and/or optimality. Fig. 1 shows 
the control and data flow of a canonical GA. At the start of the algorithm, 
an initial population is generated. Initial members of the population may 
be randomly generated, or generated according to some rules. The repro- 
duction operator selects chromosomes from the population to be parents for 
a new chromosome and enters them into the mating pool. Selection of a 
chromosome for parenthood can range from a totally random process to one 
that is baised by the chromosome's fitness. 

The cross-over operator oversees the mating process of two chromosomes. 
Two parent chromosomes are selected from the mating pool randomly and 
the cross-over rate, which is a real number between zero and one, deter- 
mines the probability of producing a new chromosome from the parents. If 
the mating was performed, a child chromosome is created which inherits 
complementing genetic material from its parents. The cross-over operator 
decides what genetic material from each parent is passed onto the child 
chromosome. The new chromosome produced is entered into the offspring 

pool. 
The mutation operator takes each chromosome in the offsrping pool and 

randomly change part of its genetic make-up, ie. it's content. The proba- 
bility of mutation occuring on any chromosome is determined by the user 
specified mutation rate. Chromosomes, mutated or otherwise, are put back 
into the offspring pool after the mutation process. 

Thus each new generation of chromosomes are formed by the action 
of genetic operators (reproduction, cross-over and mutation) on the older 
population. Finally, the members of the population pool are compared with 
those of the offspring pool. The chromosomes are compared via their fitness 
value to derive a new population, where the weaker chromosomes may be 
eliminated. In exact, weaker members in the population pool is replaced 
by the fitter child chromosomes from the offspring pool.  The heuristic for 
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Figure 1: A canonical Genetic Algorithm 
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assessing the survival of each chromosome into the next generation is called 
the replacement strategy. 

The process of reproduction, cross-over, mutation and formation of a new 
poplution completes one generation cycle. A GA is left to progress through 
generations, until certain criteria (such as a fixed number of generations, 
or a time limit) are met. GAs were initially used for machine learning 
systems, but it was soon realised that GAs have great potential in function 
optimization [14, 12, 11]. 

3.1.1     Shortcomings of GAs when solving CSPs 

In applying the canonical GA to solve instances belonging to the CSP class, 
the problem of high epistasis often limits its success. Epistasis is the inter- 
action between different genes in a chromosome. A candidate solution to a 
typical CSOP is often represented as a chromosome, where each gene in the 
chromosome describes a variable in the CSOP. Constraints influence both 
the values that sets of genes can take simulanteously and the overall fitness 
of that chromosome. Goldberg suggested high epistasis as an explanation 
to GAs failure in certain tasks [12]. 

3.2    Guided Genetic Algorithm 

3.2.1     Background 

Among our eariler work on CSOPs, we looked at the Processor Configuration 
Problem (PCP) [15, 16]. Briefly, the PCP is a real life CSOP where the task 
is to link up a finite set of processors into a network, whilst minimizing the 
maximum distance between these processors. Since each processor has a 
limited number of communication channels, a carefully planned layout will 
help reduce the overhead for message switching. 

We developed a GA called the Lower Power Genetic Algorithm (LPGA) 
[17, 18] specifically for solving the PCP. LPGA is a two-phase GA approach 
where in the first phase, we run LPGA until a local optimum has been 
determined. The best chromosome from this run is analysed and used to 
construct a fitness template for use in the next phase. This fitness template 
is a map that defines undesirable genes, so influencing LPGA to change their 
contents. By insisting that crucial genes do not change, the evolution in the 
second phase shifts focus onto other parts of the string; resulting in a more 
compact search space. 

LPGA found solutions better than results published so far in the PCP. 
It's success could be attributed to the use of an effective data representa- 
tion and more importantly, the presence of an application specific penalty 
algorithm. In our effort to generalize LPGA, we sought to develop a GA 
that utilizes a dynamic fitness template constructed by a general penalty 
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algorithm.  The Guided Genetic Algorithm (GGA) repeated in this paper 
was the result of this effort. 

3.2.2    Overview of GGA 

In our jounrey to develop GGA, we have taken liberty with some of the 
traditional GA concepts (such as the addition of a penalty operator, and 
an alternate interpretation of the mutation rate). These will be introduced 
as we progress through the rest of this paper. Comparing GGA in Fig. 2 
against the canonical GA in Fig. 1, we could see the additions of a data 
collection called the fitness templates, a penatly operator (see 3.2.3) and a 
condition to activate that operator. Also added to Fig. 2 are the interactions 
between the penalty operator and the data space in GGA. Appended at the 
end of this section (section 3) are two tables (Table 2 and 3), summarizing for 
the readers' convenience, the terms and technology introduced henceforth. 

The control flow of the GGA is very much similar to that of the canoni- 
cal GA, described in section 3.1. After the start of the algorithm, an initial 
population is created. A new generation of chromosomes are derived from 
the parent chromosomes through the actions of the reproduction, cross-over 
and mutation operators. Both the cross-over and mutation operators (or 
any operator thereof) may be adapted to use the information provided by 
the penalty operator, via the fitness template of each chromosome which is 
collected in the fitness templates (explained in section 3.2.4). Memberships 
to the population pool are re-assessed by comparing the fitness of the chro- 
mosomes from the population and offspring pool. For the RLFAP, GGA 
was configured to use an elitist replacement strategy. Under this strategy, 
chromosomes from both the population and offspring pool are ranked by 
their fitness. The fittest n chromosomes in the ranking are used to form 
the next generation's population pool. In GGA, n is set to the size of the 
population pool. 

New elements of the GGA comes into play at this point. The new pop- 
ulation is surveyed for the possibility of being trapped in a local optimum. 
We can observe that when a search is trapped in a local optimum, it repeat- 
edly returns the same solution since the neighbouring states does not offer 
any improvement. If the population is indeed trapped in a local optimum, 
the penalty operator is called. The penalty operator looks for undesirable 
features in the chromosomes and update the fitness template (or fitness 
templates), so that mutation and cross-over operators might fade out these 
features in the coming generations. 
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Figure 2: The Guided Genetic Algorithm 
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3.2.3    Penalty Operator 

In LPGA, its use of a fitness template (generated by a specialized penalty 
algorithm) was the motivating force in the development of GGA. In the 
quest for a general penalty algorithm, we looked for functional similarities 
to LPGA and more importantly, that the nature of the penalty algorithm 
will not be obstructive to the operation of a canonical GA. The Guided 
Local Search (GLS) [19] developed by our research group is an intelligent 
search scheme for combinatorial optimization problems. It met our criteria 
and further, its conceptual simplicity and proven effectiveness in a range of 
well known problems was an added attraction [20, 21, 22, 23]. In GGA, we 
adapted GLS in the form of the penalty operator. 

Solutions are characterized by a set of solution features 6, where a so- 
lution feature Q{ can be any property exhibited by the solution (Eq. 7). 
This property must be non-trival, such that it does not appear in all candi- 
date solutions. Research on GLS has indicated that feature definition is not 
difficult, since the domain often suggests features that one could use. The 
application in this paper supports this point. 

0 = {0i,02,...,0m} (7) 

In GGA, a fearure is limited to variable assignments (in GLS, it is more 
general); a feature in a chromosome may be exhibited by the simultaneous 
assignments of a group of genes. Thus the feature Q{ defines a set of positions 
in the chromosome representation. And the feature Q\ is represented by an 
indicator function T{ in Eq. 8, which test the existence of that feature. 
For each feature 6i, there is a cost rji which rates that feature's presence 
in a solution in degrees of undesirability. Indicator functions and costs are 
application dependent, and so they are defined by the user. 

,    \ _ j   1)    solution 7p exhibits feature Ö; , . 
Ti(7pj ~ \ 0, otherwise (8) 

Penalty counter Q is a variable maintained by GGA that gives the degree 
of extent that the feature 0j is penalized as the search is progressing; the 
counter is initialized to zero at the beginning of the search. A new fitness 
function called the augmented cost function g (Eq. 9) is used in place of 
function /, so that changes in penalty counters will affect the survival of 
chromosomes. The regularization parameter A (adopted from GLS) mea- 
sures the impact penalties have, with respect to function /. 

0(7P) = /(7P) + A-£(<i-Ti(7P)) (9) 
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In GGA, if the fitness of the best chromosome remains unchanged for 
a specific number of generations, we conclude that it is trapped in a local 
optimum. The penalty operator comes in to analyze the best chromosome 
7p of the population for features to penalize. Penalties are used in GGA to 
guide the search to escape local optima. To evaluate the utility of penalizing 
individual features exhibited by a candidate solution, GGA (following GLS) 
takes into consideration the cost as well as the penalty counter (Eq. 10). 
Thus, for all features Q% in the fittest chromosome 7,, that maximizes the 
function util(jp,9i) (Eq. 10), the related penalty counter d is incremented 
by one. It is hoped that by penalizing undesirable features, we can escape 
from the local optimum and suppress the occurance of these features in the 

coming generations. 

utii^pA) = n(s) ■-^r- (10) 

3.2.4    Fitness Template 

Central to the theme in GGA is the fitness templates. Besides the fitness 
function, the fitness templates offer an added channel of communication 
between the penalty operator, and the mutation and cross-over operators. 
The fitness template is a map that defines which genes in a chromosome are 
more susceptible to be changed during cross-over or mutation. 

In GGA, each chromosome jp in the population is associated with ex- 
actly one fitness template 5p. Each fitness template is made up of smaller 
units known as weights 5Piq, each of which corresponds to a gene 7M. A 
weight 5p>q is a positive integer. The "heavier" a gene appears (compared 
to its comrades), the greater are its chances of having its content altered. 
Therefore in the case of mutation, the weight of a gene is proportional to the 
probability that mutation may occur on it, relative to the weights of other 
genes in the same chromosome. This is especially useful when the number 
of genes in a chromosome is large, where random selection of genes might 
not be helpful. More details on the role of the fitness template with the 
mutation and cross-over operator will be given in their respective sections. 

Weights in the fitness template for each chromosome are computed when 
the chromosome was first created, and after the penalty operator has pe- 
nalized feature(s). Computation of weights are needed after these events 
because the content of either the chromosomes or the penalty counters have 

changed. 
For a chromosome, the distribution process (Fig. 3) starts by initializing 

all weights to zero. It will check the chromosome for the presence of any 
features from the set 9. For a feature 9t that exist in the chromosome3, all 

3Feature 9, is present when its indicator function r, returns a one. 
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the weights related to the gene positions defined by 0j is incremented with 
the value in its penalty counter Q. 

FUNCTION DistributePenalty( chromosome jp ) 

{ 
FOR EACH weight 6pq RELATED TO chromosome jp 

{ 

} 
5p,q «- 0 

FOR EACH solution feature 0j IN feature set 6 

{ 
IF n(jp) = 1 THEN 

{ 
FOR EACH gene position q defined by 0j 

{ 
Op,q 4— 0Ptq + Q 

} 
} 

} 

Figure 3: Algorithm for the Distribution of Penalty 

3.2.5    Cross-over Operator 

The action of mating two individuals from the population produces a new 
child. Each parent contributes a set of genes which the child inherits. In 
GA, the process of choosing parents, deciding their respective contribution 
rights of genetic material, and the forging of a child chromosome from these 
material is the responsibility of the cross-over operator. The probabilty of 
cross-over occuring is controlled by the parameter cross-over rate. By as- 
sembling a new chromosome that contains parts of two parent chromosomes, 
it may introduce to the popultion a new point in the search space. And since 
the parents chosen for mating are selected with bias to their fitness, we hope 
that the child chromosome may be fitter. 

Cross-over operators differ primarily from each other in the way that they 
choose the genes from the parents to form the child. In the canonical GA, 
one of the simplest form of cross-over is the one-point cross-over [12, 11]. In 
Fig. 4, we have two parent chromosomes whose genes are binary encoded. 
One random point along the length of the chromosomes are selected as the 
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cross-over point. Each parent donates one different part of their chromosome 
(defined by the cross-over point) to create the child chromosome. 

10   110   01100 

0   10   11   0   0   10 

10   110   0   0   10   1 

D- 

Figure 4: An example of the One-point Cross-over Operator in action 

In GGA, we have adapted the cross-over operator to take advantage of 
the fitness template. Two chromosomes 7p and jpi are selected as parents 
to produce the child jp». Each gene in chromosome 7p competes against 
the corresponding gene in 7p' for a place in the child. This compeitition 
is a weighted random selection, influenced by the weights bPA and 8p'tq of 
the respective genes; thus the "lighter" gene will have a greater chance 
to propagate its information to the child. Note that the child does not 
inherit the weights from its respective parent, since the child may represent 
a different solution from its parents, and thus requiring the penalty operator 
to re-assess it. The algorithm of GGA's cross-over operator is shown in Fig. 
5, and Fig. 6 shows its effect when applied to the situation for one-point 
cross-over in Fig. 4. 

The operator starts off by receiving two parents 7p and jpi from the 
mating pool. For each set of corresponding genes 7pi? and 7P<>(? in the parents, 
it computes the sum of their weights. The selection of the gene is randomly 
biased, such that the probability for either 7P)9 or jpi>q to have its gene 
passed onto their child is -£^ and ^^ respectively; giving the advantage 
to a "lighter" gene, which we would want the child 7P")(? to inherit. This 
gene selection process is repeated for all genes in the parents. When a child 
chromosome is complete, its fitness and weights are computed. 

3.2.6     Mutation Operator 

Mutation produces variations in the population through altering the infor- 
mation that genes carry.    The mutation rate states the probability that 
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FUNCTION CrossOver( parent chromosomes jp and 7p/ ) 

{ 
FOR EACH gene position q IN the chromosome 

{ 
SUm <— öp^g + Spitq 

point <— random integer from {0,..., sum — 1} 

IF point < Spq THEN 

{ 
gene «- 7^ 

} 
ELSE 

{ 
gene <- 7M 

} 
} 

RETURN gene as 7p»i9 for the offspring 

Figure 5: Algorithm of the GGA Cross-over Operator 

1011001100 

0101100101 

•.   ,v  )   )   ;(  )   j  ,\  )   ) 
0        11110        110       0 

Ow* D 

Figure 6: An example of the GGA Cross-over Operator in action 
(Weights for the child is calculated afresh, not inherited) 
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mutation may occur on a chromosome. In GGA, the mutation rate is de- 
fined as a fraction of the size of each chromosome: the number of genes in a 
chromosome to mutate is the product of the mutation rate and the size of 
that chromosome. 

In GGA, mutation (Fig. 7) acts on every child chromosome 7p" produced 
by the cross-over operator. For each chromosome, a number of genes are 
chosen (as above, decided by the mutation rate) to be modified. A gene 
7p»,9 is selected using the roulette wheel selection method. In this selection 
method, the probability for each gene to be picked is directly proportional to 
its weight. Thus a gene with a "heavier" weight (and therefore less desirable) 
compared to others in the chromosome, will have a greater chance of being 
selected. Appended below is a description of our implementation of the 
roulette wheel selection method. 

Given the chromosome yp», we compute the sum of all the 
weights in the fitness template associated to this chromosome as 

sum = J2q-\ °~p",q- The probabilty that a gene 7P")9 is selected 

is proportional to its weight over sum, ie. P(jp'\q) = J^- 

The next step for a selected gene 7P",9 is to seek an appropriate value for 
replacement. This could be totally random or in GGA's case, a value that 
will derive the best fitness (the biggest improvement) for the chromosome. 
In our algorithm, we have the variables best and list. The variable best holds 
the best fitness value, while list contains a list of values that will allow the 
chromosome to arrive at the fitness value in best. We step through all the 
values Xj in the domain D(q) relevant to the gene 7P">,7. If Xj produces a new 
fitness z greater4 than best, best is set to z and list is emptied. However, 
if the z is equal to best, the value Xj is added to the list. When all values 
in the domain have been exhausted, we randomly instantiate 7P")(7 with a 
value from list. Since at this point, list should contain all possible values 
that will give the chromosome 7p" the biggest improvement. 

Updating of a gene's weight takes place after it's value has changed, 
where the weight associated with it is reduced by one unit 5 so that the 
probability of the same gene getting selected by the roulette wheel selector 
is reduced. 

Gene mutation is repeated until the stopping criteria is met. As stated 
before, we stop mutating when the number of genes changed have reached a 
value that is the product of the mutation rate and the chromosome's length. 

4Since RLFAP is a minimization problem, we would want the greatest decent. 
5Since a weight is a positive integer, a weight will only be decremented if it is greater 

than zero. 
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FUNCTION Mutation( chromosome 7P» ) 

{ 
*<-0 

WHILE i < mutation rate x a (length of chromosome) 

{ 
q 4- RouletteWheel(7p») 
best 4- g{jp") 
list 4- 7p»ig 

FOR EACH value XJ IN domain D(q) 

{ 
lp",q *~ xj 

IF z > best THEN 

{ 
IF z > best THEN 

{ 
best 4- z 
list 4- {} 

} 

list 4- list + Xj 

} 
} 

7p»i9 4- random value in list 
i 4- i + 1 

} 

RETURN the mutated chromosome 7p» 

Figure 7: Algorithm of the GGA Mutation Operator 
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Table 2: Components of GGA 

Algorithms Purpose 

Cross-over operator 

Mutation operator 

Penalty operator 

Local optimum detector 

Distribute Penalty 

Uses the fitness templates of two parent chro- 
mosomes to decide each parent's contribution of 
genetic material towards creating a child chro- 
.mosome. 

The fitness template of a chromosome is used to 
guide in the alteration of the chromosome's ge- 
netic content. 

This operator detects and selects undesirable so- 
lution features in a chromosome to penalize. Pe- 
nalization involves incrementing penalty coun- 
ters of the assocaited features. 

Detects if the search is trapped in a local opti- 
mum. If it is, the penalty operator is called. 

If a solution feature is present in a chromosome, 
the penalty counter associated with this feature 
is added onto the weights of the genes that are 
constituents of this feature. 

Data structures Purpose 

Weight S 

Fitness template 

Solution feature 6 

Penalty counter £ 

Each gene has one weight. The weight is a mea- 
sure of undesirability of the gene's current instan- 
tiation, compared to the rest of the chromosome. 

A fitness template is a collection of weights. Each 
chromosome has one fitness template. 

Solution features are domain specific and user 
defined. A feature is exhibited by a set of variable 
assignments that describes a non-trival property 
of a problem. 

Each feature has one penalty counter. A penalty 
counter keeps count of the number of times its 
related solution feature has been penalized since 
the start of the search. 
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Table 3: Inputs and Parameters to GGA 

Inputs/Parameters Purpose 

Solution feature 9 

Cost r\ 

Indicator function T 

Objective function 

Regularization parame- 
ter A 

Augmented fitness func- 
tion g 

Mutation rate 

Cross-over rate 

See Table 2 

Each solution feature has a cost to rate its unde- 
sirability of presence. 

Each solution feature has a user defined indicator 
function that tests for the feature's presence in a 
chromosome. 

A function that maps each solution to a numeri- 
cal value. 

A parameter that determines the proportion of 
contribution that penalties have in an augmented 
fitness function. 

A function that is the sum of the objective func- 
tion on a chromosome and the penalties of fea- 
tures that exist in it. 

A fraction that defines the number of genes in 
the chromosome to mutate. 

The probability that cross-over will occur be- 
tween two chromosomes. 
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4    Preparing GGA to solve RLFAP 

In section 2, we expressed the RLFAP as a formal PCSP. In this section, we 
discuss the steps needed to adapt those definitions into a form that GGA 
can use. 

The feature set 9 is a union of the feature set of constraints 6cst and the 
set of mobility of radio links 9mbt (Eq. 11). Constraint c, defined in Eq. 5 
is recast as a feature in the set 9cst (Eq. 12), where a one is returned if the 
constraint cannot be satisfied, and zero otherwise. The value of cost (cosu 
to each constraint c; depends on the nature of the instance. If the instance 
is soluble, then all (cstl are set to a large value; usually 10000, to signify 
that the constraint must not be borken (ie. hard constraints). For insoluble 
instances, £csti is set to the weights given for its priority class (see section 
1.1.2). Similar to soluble instances, hard constraints in insoluble instances 
will have their (csti set to a large value. The set 9cst has n features, where 
n is the number of constraints in the instance. 

For the 03 objective type of instances, we need to minimize the mo- 
bility cost of our candidate solution, in addition to minimizing constraints 
violation costs. The set of mobility cost defines our next feature set, 9mu 
(Eq. 13). For each variable in these instances, there is a mobility cost (m^t 

and a default assigned frequency default^ If in our candidate solution, a 
variable has been assigned a value different from its default default,, then 
a one is returned and zero otherwise. The mobility cost C,mbtl is set to the 
weights given for its prioriy class (again sec section 1.1.2). There are radio 
links whose frequency should never change, and the mobility cost for these 
have been set to a large value. The feature set 8mht has n features, where n 
is the number of variables in the instance. 

V6>i G 9cst : Tcsti(jp)    = 

{0cst,ombt} (ii) 
1, if Cl and \yPt(l - -ypj,\ > zt 

1, if C2 and \^VA - 7Pi(,| ^ zx (12) 
0, otherwise 

WiGWWTp)    =    | 0j    oth
P
crwise (13) 

For all instances in the RLFAP, we seek to minimize the function g (Eq. 
14). In g, the function / depends on the objective type of the instance (Eq. 
15). The cost (; and n both refers to the unified feature set of 9. They 
will automatically associate with (csti and Tcstl, or C,mbu and Tmbu where 
applicable. Thus the value of n in Eq. 14 is the sum of number of features 

in 9cst and 9mbt. 
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S(7p)    =   /(7P) + A-2(Ci-Ti(7P)) (14) 
i=i 

if 01,   number of different values used in 7p 

,,    s    _     i   if 02,   largest value used in 7p ,    . 
^ p' »if 03,   ai x nci +02X nc2 + 03 x nc3 + 04 x nc4 +   ^    ' 

+ 61 x nv\ + 62 x ?W2 + 63 x ni>3 + 64 x n^4 

5    Benchmark 

The RLFAP benchmark results by algorithms devised within the CALMA 
group was reported by Tiourine et al. in [24]. In this section, we compare 
GGA's results with the CALMA algorithms (section 5.2). Further, we will 
also evaluate the examine the value that GGA adds to the canonical GLS 
(section 5.3). 

5.1 Test Environment 

In our physical environment, GGA was written in C++ and complied using 
GNU GCC version 2.7.1.2. The code runs on an IBM PC compatible with 
a Pentium 133 MHz processor, 32MB of RAM and 512KB of Level 2 cache. 
Both compilation and executaion of GGA was performed on the Linux op- 
erating system, using kernel version 2.0.27. Under GGA's environment, we 
have a mutation rate and cross-over rate of 1.0, a population size of 20, and 
a stopping criterion of 100 generations. For the fitness function g, A has a 
value of 10. 

5.2 Comparing Quality of Solutions 

In Table 4, we see the published results of all the CALMA algorithms, 
GLS and GGA. Algorithms from the CALMA project groups consist of ei- 
ther complete or stochastic methods. The results recorded in the table are 
from the best solution each algorithm had generated. For soluble instances 
(scenOl, scen02, scen03, scen04, scen05 and scenll)6, we report the num- 
ber of frequencies above the known optimum that each solution (generated 
by the respective algorithms) uses. Results for the insoluble instances are 
reported as the percentage deviation from the best known reported solution. 

For soluble instances, we observe that only seven out of the 13 algo- 
rithms7 were able to provide a solution to all the instances.    Of the six 

6Instance scen06 was found to be insoluble, and thus solved as an 03 problem. 
7Genetic Algorithms (LU) was designed for PCSP, and so it did not attempt any of 

the soluble instances. 
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soluble instances, GGA failed to return an optimum solution only for in- 
stance scenll. This instance has proved to be difficult for most of the 
algorithms, since only three algorithms (Taboo Search (EUT), Branch and 
Cut (DUT,EUT) and Constraint Satisfaction (LU)) were able to return a 
solution on par with the best known. Only two algorithms (Branch and Cut 
(DUT,EUT) and Constraint Satisfaction (LU) were able to report solutions 
that gave the most optimal rcsutls. However, these two algorithms were 
limited to solving soluble instances only. 

Looking at insoluble instances, we see that 11 out of the 14 algorithms 
were able to solve these PCSP instances. Of the 11, nine of these algorithms 
managed to provide a satisfactory solution to the instances. Of note is the 
Genetic Algorithms (LU), which has the best known solutions. 

Overall, we see that top performers in each category (soluble and insol- 
uble) arc limited to only that category; Branch and Cut (DUT,EUT) and 
Constraint Satisfaction (LU) for soluble instances, and Genetic Algorithms 
(LU) for insoluble instances. Of the total of 14 algorithms, 10 were applica- 
ble to both categories. Of these 10, only four algorithms were able to provide 
a satisfactory solution to all the 11 instances. Of the four, GLS and GGA 
consistently gave solution quality very close to the best known solutions. 

5.3    Comparing GGA and GLS 

From Table 4, we see that solution quality reported by GLS and GGA were 
very much the same except in soluble instance scenll, where GGA managed 
to better GLS's result. The amount of CPU time required for computing 
these results have shown GLS to be much superior. However, it is unfair to 
view GGA as just a parallel version of GLS. In section 3.2, we describe the 
mechanics of GGA. We have integrated GLS as a component of GGA; ie. 
as the penalty operator. The feedback from the GLS is used at two levels 
within GGA. On one level, GLS modifies the objective (fitness) function 
of GGA to influnce its search. On another level, information from GLS 
are encoded into the template of each chromosome, which rates the relative 
fitness of each gene in the chromosome. The templates are used to influence 
the cross-over and mutation processes. But because GGA manages several 
candidate solutions at the same time, it will have a more complex (and 
perhaps less effective) means to detect local optimum traps. 

Besides solution quality and computation speed, one other measure is 
robustness. Robustness of an algorithm measures the consistency of the 
solutions it returns. In certain environments, one may need to be absolutely 
sure that the solution returned by an algorithm is, or very near the optimum. 
Following, we compare the statistics of GGA and GLS. 

For the comparison, GGA runs with a population of only five chromo- 
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somes8. We introduce variation of GLS, called GLS5 to compete with GGA 
on even grounds. GLS5 is five GLS running concurrently of each other, each 
maintaining its own candidate solution. Run time and iteration count for 
each GLS thread within GLS5 has also been extended to meet with GGA's. 
At the end of each run, only the best solution from GLS5 was used. For 
all 11 instances, the three algorithms (GGA, GLS and GLS5) were each 
sampled 50 solutions for each instance. 

The results from Table 5 shows GGA to have better robustness than 
GLS or GLS5 in soluble instances. Whereas results for insoluble instances 
are mixed, with both algorithms having results very close to each other. 

6    Conclusion 

GGA was devised as a GA for arresting the effect of high epistatis when 
GAs are deployed to solve problems such as those from the CSP class. In 
the benchmarks, we have shown that GGA adds value to the canonical GLS. 
And that overall, GGA performed well against the other algorithms. As a 
GA, GGA was more flexible than Genetic Algorithms (LU), and performed 
better than Genetic Algorithms (UEA). 

The integration of GLS and the introduction of new elements to the 
foundation of the canonical GA gave GGA a technique of measuring gene 
fitness for a chromosome, and the provision for multi-criteria optimization. 
By knowing a gene's fitness within a chromosome, one could understand the 
magnitude of its contribution to the overall fitness. Gene fitness influence 
the effects that genetic operators have on them, encouraging change to genes 
with low fitness, whilst protecting the healthy ones. 

For most applications where the users are more concerned with 
turnaround time and less so on robustness, GLS is clearly the better choice. 
But for mission critical applications, or applications where time is not as 
tight, GGA can guarantee robustness and may perform better than GLS at 
times. 
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1. Summary 

The requirements of both commercial and military 
communications operators are towards increased data 
rates at long ranges to support applications such as the 
Integrated Digital Battlefield, High Definition Video 
Transmission (HDTV) and personnel communications 
for both micro and pico cell coverage. These 
requirements are forcing system designers and 
technology engineers to consider ever higher 
frequencies, such as millimetre wave frequencies (e.g., 
20-40 GHz), where the spectrum is currently 
uncongested and where the necessary wide bandwidths 
may be available. As the number of commercial and 
military systems operating within this band increases, 
the pressure to optimise the packing density whilst 
minimising spectrum usage, interference and costs will 
also increase. 

To aid the effective design and deployment of tri- 
service millimetre wave systems, a first generation 
Mlllimetric Decision Aid System (MIDAS Version- 
1.0a) has been developed. This aid predicts monthly 
signal attenuations and availabilities between (initially) 
30-50 GHz in the European environment. The tool may 
be used by system designers for hardware development 
optimisation, and by system planners to match 
communications tactics (e.g., platform altitude, range) 
to the battlespace environment to maximise the 
operational effectiveness of limited and costly 
communications assets. 

2. Introduction 

The Integrated Digital Battlefield concept relies on the 
free flow of information between intelligence gathering 
sensors, battle management platforms and response 
teams in dynamic military engagements. The need to 

accurately characterise the battlespace and hence 
optimise the decision making process has lead to a 
continual increase in the number and complexity of 
sensors deployed. Consequently, the development of 
extremely high data rate (>150 Mbit/s) long range 
(>100 km) radio communication systems is receiving 
widespread attention within the military community. 

The route to radically higher data throughput lies with 
increased system bandwidth which inevitably involves 
operating at higher frequencies in the electromagnetic 
spectrum. The bandwidth resources needed to support 
proposed extremely high data rate systems have to be 
sought at frequencies >10 GHz. Even at such high 
frequencies, however, the spectrum is congested by 
both military and commercial users. Interest, therefore, 
is growing in frequencies between 20-40 GHz, for both 
military and commercial applications, which aim to 
exploit the emerging semi-conductor technologies to 
develop cost efficient reliable systems. 

Military systems exploiting these higher frequencies 
may also realise additional benefits such as the use of 
narrow beamwidth (-1-2 degrees) antennas to minimise 
interception and jamming, the opportunity for 
frequency re-use within a deployment, and the potential 
for exploiting millimetric technology to reduce 
communications payload and size. 

Radiowave propagation through the Earth's atmosphere 
at millimetric wavelengths is affected by a number of 
tropospheric phenomena [Watson and Brussard, 1989]. 
Tropospheric constituents such as gases, clouds, water, 
humidity (i.e. hydrometers), tropospheric turbulence 
and stratified layers all contribute to time varying 
absorption, scattering, diffraction, refraction, reflections 
and depolarisation. The impact of these phenomena on 
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millimetric systems may be predicted using decision 
aids. 

however,  force  system  designers  towards  the   local 
attenuation minimum near 27 GHz. 

Generally communications decision aids can be 
categorised as either engineering or tactical aids. The 
former are primarily used by systems engineers in 
considering the statistical nature of the propagation 
environment to determine the long term (e.g., annual) 
system performance. Tactical decision aids are most 
useful to military planners in considering propagation 
effects on systems in theatre and subsequent 
modification of military tactics such as flight plans and 
deployment ranges. Tactical decision aids, therefore, 
must account for a range of time scales from months, to 
facilitate planning, to hours to exploit the time varying 
environment. 

Affordable and portable computing resources have led 
to tactical decision aids, such as HF-EEMS [Shakla et. 
al, 1996; Lewis and Beattie, 1996] and RPOT [Hitney 
et. al., 1996], to become increasingly important tools 
for military planners and systems operators [Cannon et. 
al., 1997]. The role and dependence of these tools in 
mission planning and deployment is predicted to 
increase. This will ensure optimum utilisation of limited 
and expensive assets in an environment where the 
ultimate system performance is constrained by the 
propagation channel. 

This paper describes the monthly millimetre wave 
decision aid system (MIDAS Version 1.0a) being 
developed at DERA in collaboration with the University 
of Bath. The aid currently supports the design and 
development of long range (>100 km) airborne 
millimetre wave communications systems. The paper 
first introduces modelling and system techniques and 
then outlines the advantages of the MIDAS tool. Two 
key modules are then described and MIDAS results 
from an illustrative scenario are presented. 

3. Propagation and systems overview 

The dominant tropospheric phenomena impacting on 
radiowave propagation at millimetre wave frequencies 
are hydrometeors, especially in the form of precipitation 
(i.e. rain and clouds). Atmospheric gases comprising 
oxygen and water vapour (often termed collectively as 
the clear air effects) absorb radiowaves at certain 
characteristic frequencies and produce omni-present but 
slowly varying attenuation bands. 

Water vapour presents three distinct absorption lines 
(see Figure 1) at 22.3, 183, 324 GHz while oxygen 
absorption lines are present at 60 and 119 GHz. The 
clear air attenuation decreases with increasing altitude 
as illustrated in Figure 1 by curve B. Frequencies near 
60 GHz may be used for short range (< 1 km) tactical 
systems by exploiting the local peak in specific 
attenuation. Requirements for longer ranges systems, 
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Figure 1 Average atmospheric attenuation at sea level 
(curve A, T= 20°C, P= 760 mm P„ 0 = 7.5 g/m3) and at 

an altitude of 4 km (curve B, T= 0°C, P„ „ = 1 g/m3). 

The slowly varying clear air losses can be predicted 
using models such as CCIR [CCIR, 1990] or 
FASCODE [Anderson and ChetMynd, 1992] with a 
high degree of reliability. Predicting the variable 
tropospheric losses (i.e. due to hydrometeors), however, 
can only be achieved using extensive meteorological 
databases. Scattering and absorption by hydrometeors 
such as rain, clouds and the melting layer are the most 
important mechanisms in determining fade margins for 
systems with availability up to 99% at millimetric 
frequencies. Rain attenuation can exceed several tens of 
dBs, for a typical path length of a few kilometres, 
during heavy downpours. For higher availability 
systems (>99.9%) additional tropospheric effects cannot 
be overlooked. These include: signal scintillation due to 
atmospheric turbulence, scattering and absorption by 
fog, refraction and reflection in tropospheric layers as 
well as depolarisation by rain and ice particles. 

Current system design and development practices aim 
to allocate adequate fade margins to overcome the 
attenuating effects of the propagating environment and 
ensure a predetermined, cost effective, degree of signal 
availability. This method may be appropriate for fixed 
service links where a fade margin has been determined 
for a specific geographic location and the system 
designed accordingly. The attenuating tropospheric 
phenomena, however, vary on spatial scales of a few 
kilometres (e.g., localised rainfall) to many hundreds of 
kilometres (e.g., weather fronts) and exhibit latitudinal 
(e.g., tropical, arctic) and temporal variations of hours, 
seasons and even years. A mobile system, therefore, 
designed using annual fade margins may not meet 
operational requirements due to globally diverse 
climatic environments. 

One technique to ensure successful operations in widely 
diverse environments is to design and develop systems 
with sufficient fade margins to overcome all potential 
environmental conditions. This, however, may prove to 
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be prohibitively expensive, particularly for airborne 
platforms. The technique may also not be cost effective, 
particularly, if the conditions to be overcome only occur 
for a very small percentage of time and are coincident 
with military operations not taking take place (e.g., 
heavy thunderstorms). Antennas and amplifiers are 
amongst the most costly elements of mm-wave systems. 
If the antenna comprises a phased array, then a 3 dB 
fade margin increase is equivalent to doubling the 
number of array elements. This has obvious 
consequences for both cost and complexity of the 
overall system. 

An alternative technique to high fade margin systems is 
to develop a system with a cost effective lower fade 
margin and deploy the system with a decision aid tool 
(such as MIDAS) which could match the planning 
tactics (e.g., link range, platform altitudes, data rate) to 
the battlespace environment. The technique may have 
the added advantage of reducing the constraints (i.e. 
availability) imposed on the system designer, enabling a 
more cost effective system to be developed. 

A number of empirically based tools and procedures 
such as CCIR [1990], Clough et. al, [1981], Liebe 
[1985], and Crane[l980] predict the long term (annual) 
attenuation due to the troposphere. The CCIR [CCIR, 
1990] technique has the disadvantage that results are 
based on 0.01% annual rainfall data and other 
availabilities are empirically determined. It also suffers 
from the use of gross rain zone maps where physically 
improbable discontinuities occur between differing rain 
zones. The techniques of Clough et al [1981] and Liebe 
[1985] predict specific attenuations for specific user 
defined environments and provide only limited 
availability information. Crane[l9S0], however, is able 
to predict availabilities, but this technique is based on 
measured rain cell structures from rain gauges networks 
deployed up to ~22km in range, and may not be directly 
applicable to long range (>50 km) links. The available 
models were not, therefore, considered ideal for long 
range air mobile geometries where signals may traverse 
a number of tropospheric phenomena (e.g., rain and 
cloud and melting zone) and the platform may operate 
in differing climatic conditions. 

To overcome current modelling limitations and provide 
system designers and planners with higher spatial and 
temporal resolution data, an improved tropospheric 
attenuation model has been developed by Konefal and 
Watson [1997]. The enhanced algorithms make use of 
the best currently available models and databases and is 
a key element of MIDAS. 

4. Decision aid overview 

The operational frequency range is 30-50 GHz and 
geographically restricted to the European environment 
(i.e. from 24°N, 27°W to 73.5°N, 45°E). Both of these 
aspects, however, have been enhanced [Akram et al, 
1999]. The decision aid comprises 5 key elements 
(Figure 2): input/update interface, tropospheric model, 
propagation prediction model, communications model 
and systems recommendations model. 

The input/update interface is the human 
communications interface (HCI). The tropospheric 
model characterises the environment through which the 
mm-wave signals will propagate. Typical outputs from 
the tropospheric model such as water vapour density, 
rain rate, rain height, cloud location, are used by the 
propagation model. This latter model first determines 
the path length through various tropospheric features 
(e.g., path length through rain and clouds) and then 
predicts the attenuation and associated probability. The 
communications module uses the predicted values of 
attenuation and availability and would, ideally, compare 
them against a specified system performance and 
automatically suggest system trade-offs such as range 
and altitude to satisfy the users requirements. The 
output module is used to display the predictions in the 
most effective manner. 

In MIDAS Version 1.0a the primary emphasis is on the 
tropospheric and propagation attenuation prediction 
models and are both described in more detail below. For 
point to point predictions, the communications module 
uses such information as antenna gains, system noise, 
bit-error-rate (BER) and modulation schemes. For 
signal coverage predictions excess attenuation are used 
at this early stage. (Excess attenuation is the variable 
attenuation, above fixed free space loss, due to the 
variable atmosphere that must be overcome and is a key 
element in fade margin calculations). The system 
recommendation model is currently limited to operator 
interpretation using the displays available. 

Millimetric decision aid:MIDAS 

/ \ 
input 

interface 

Output 

Figure 2 Key elements of MIDAS 
The current version of MIDAS (Version 1.0a) is 
optimised for monthly low fade margin (less than 99% 
availability) terrestrial, airborne and satellite systems. 
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4.1 Tropospheric model 

The tropospheric components considered in the model 
are rain, melting layer, cloud, water vapour and oxygen. 
For each component a monthly probability of 
exceedance is derived with the predicted attenuation. 
This is not necessary in the case of oxygen due to its 
persistence and lack of variability in time. Each 
component is briefly outlined in (a)-(e) below. 

a) The rain model. The method of Tattelman and Scharr 
[1983] is used to predict monthly 1 minute rainfall rates 

Rp at six exceedance levels, namely 0.01, 0.05, 0.1, 
0.5, 1.0 and 2.0%. The rainfall rates are predicted from 
an equation of the form: 

Rp=Ap+BpT + CpI+ Dpf(L, T) (1) 

where coefficients A to D are regression coefficients at 
exceedance level p and j(L, 7) is a latitude temperature 
term [Tattelman and Scharr [1983]. T is the monthly 
mean temperature (°F or 1.8x°C+32) and / is the 
precipitation index (monthly precipitation/number of 
rainy days in mm per day). 

The monthly data required to predict Rp are mean 
temperature, mean precipitation and number of rainy 
days. Grids of these parameters using Leemans and 
Crammer, [1991] data have been prepared for the 
European region using the MINCURVESURF 

function of IDL® [1995]. 

The 0°C isotherm height required to derive path lengths 
through rain and other calculations is known to vary 
with season, month and latitude. Consequently, the 
mean monthly heights and corrections are predicted for 
the European region using the algorithms detailed in 
Watson et. al, [1987]. 

b) The melting layer model. The melting layer, which is 
a mixture of ice-water and air and often observed as a 
radar bright band during stratified rain, is not explicitly 
modelled. Instead it is treated as rain which is assumed 
to extend to the 0°C isotherm. Russchenberg and 
Ligthart [1996] indicate that in the frequency range 30- 
50 GHz this assumption will tend to overestimate the 
attenuation and will result in an underestimate of signal 
availability. 

c) The cloud model. Cloud attenuation is predicted 
using the Salonen and Uppala [1991] model which 
uses, Wred(p) , the integrated reduced liquid water 
content of the cloud, as input. The model assumes that 
cloud liquid water is present between the 0°C and -20°C 
isotherms. If a temperature gradient of -5°C/km with 
height is assumed, the cloud region is predicted to have 

thickness of h„ « 4 km. 

The annual data for Wrec] published by Salonen and 
Uppala [1991] has an exceedance which fit an equation 

-ßtt 
red of the form P(W    ,) = ae , where a and ß are 

local geographic regression coefficients. Assuming the 
same form of equation for the exceedance statistics of 

-ß wred 
each month (i.e.   P    = a   e     '" ) it is readily 

m        m 

deduced that ßm = ß and (X = am where the bar 

denotes the mean value of Oim over 12 months. 

The quantity a m = Pm(W    , > 0) = Pm(Cloud), the 

probability of cloud being present for the month. It is 
assumed that this probability is proportional to the mean 
monthly humidity at the 0°C isotherm, for which grids 
have been prepared for Europe using data supplied by 
ESA of mean radiosonde profiles over 10 years for 62 
European sites. Denoting the mean monthly relative 

humidity at the 0°C  isotherm  by   Um   and writing 

am = kUm we find : 

U„ 
lm 1    12 

12 m=\ 

(2) 

This has been used to derive monthly statistics for the 

exceedance of W , required by the Salonen and 

Uppala [1991] attenuation model. 

d) The water vapour model. The Salonen and Uppala 
[1991] annual water vapour database gives annual 
exceedance statistics for the integrated water vapour 
content F(kgm"2) in the form V(p) = a - b In p where a 

and b are local regression coefficients. The surface 

value of water vapour content ps (gm"3) is given by 

Salonen and Uppala [1991] as ps(p) = V(p) I hs 

where hs is the scale height, equal to 2.93km in rain 

conditions. Combining these models, the annual 
exceedance probability of water vapour (ps) is given by: 

rßPs 
P(Ps) = ae (3) 

where a = exp —    and ß = — 
■bJ b 

Using the same methodology as for deriving monthly 
cloud parameters, the monthly exceedance of ps from 

P(ps) = a where 
m 

a = a 

m ßm = ß and 

We note that   am - Pm(ps > 0)   and 

predict that this probability is proportional to pm, the 
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mean value of ps during month m. The value of pm can 
be found from the equation 

216.5 
Pm 

(273+ fm) 
Um x 6.11 exp 

19-7^ 

273 + tr 

gm-3  (4) 

where tm is the mean surface temperature (°C) and 

Um is the mean surface relative humidity 

(0 < Um < 1). We write am = k'pm and deduce 

'm 
■m 1   12 

Ylm=\ 

(5) 

ps is thus associated with an exceedance probability p 

where 

PS(P) \nam - ■Inp (6) 

e) Oxygen model. Oxygen attenuation is calculated 
using a model atmosphere at 15°C and 1013 ± 50mbar 
at the Earth's surface. The equivalent height for oxygen 

is taken to be hQ = 6km [CCIR, 1990]. 

4.2 Propagation and attenuation model 

The propagation model attempts to take into account the 
effect of refraction in the atmosphere by assuming a 4/3 
physical Earth radius. The propagation model does not 
account for multipath, scattering, scintillation, or 
ducting effects. Depending on the precise platform co- 
ordinates, there may or may not be a path through 
tropospheric features. The propagation model first 
determines the path length through the differing 
components and then evaluates the attenuation and 
associated probability. The methods used for each 
tropospheric component are outlined below. 

a) Attenuation due to rain. The rainfall rates are 
converted into attenuation using the method of Leitao 
and Watson [1986]. In this method the attenuation due 
to a point rainfall rate R (mm/hr) is given by 

R 
A    .   =a\—        Z„dB rain       [2QJ s 

x,y 

(7) 

where Ls is the path through rain, in km, and the 
coefficients a, x and y depend on frequency and the 
horizontal projection Lg on to the earth of the path Ls. 
The choice of coefficient x or y depends on whether or 
not R is less than or greater than 20 km respectively. 

The section of link path below the 0°C isotherm defines 
Ls, the path through rain. To model both showery and 
widespread rain, two sets of coefficients for a, x and y 
have been defined by Leitao and Watson [1986]. In the 
model, showery rain coefficients are used at or below 
0.1% exceedance and widespread coefficients above 
0.1%. The coefficients are derived assuming circular 
polarisation. 

b) Attenuation due to clouds. Sahnen and Uppala 
[1991] give the annual zenith cloud attenuation as 
A

C\(P) = Sw
re(^(p)^ where g is a known frequency 

dependent constant and On aircraft-to-aircraft links of 
distance, dc>  the attenuation will be approximately 

fp/7 
g dcdB, for sufficiently small distances dc.  For 

hc 
distances much larger than 4km, an integration must be 
performed. 

c) Attenuation due to water vapour. The specific 

attenuation of water vapour y w is predicted by [CCIR, 

1990] as: 

0.05 + 0.002 \p + 

3.6 

w 

(/- - 22.2)2 

10.6 

 + 
+ 8.5 

(/- -183.3)2 

8.9 

+ 9.0 

■/2pxl0 4 dB/km (8) 

(f-325 Ay +26.3 

where the frequency / is in GHz and water vapour 
content p is in gm"3. The equation is valid at a 

temperature of 15°C and pressure of 1013 ± 50mb. A 
correction of -0.6%/°C is needed at temperatures higher 
than 15°C (y decreases slightly with increasing 

temperature). Equation (8) can be used to define 

monthly surface exceedance values for y . using the 

value of ps(p) given by Equation (6). It is assumed 

that at a height h above the surface the corresponding 
specific attenuation is given by 

yw(h,P) = y wx(p)exp(-Ä / hw) where y ws is the 

surface value and hw =2. lkm in rain conditions 

[Salonen et al, 1994]. Water vapour will be present 
along the entire link path, and the exponential factor 

will produce considerable local variations of y w (h, p) 

along the path. This suggests that a numerical 
integration method should be employed. 
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The link path is divided into 500 sections, and the 

height h    above the earth's surface for each section 

located at r is determined (<7=0 to 499). A 

corresponding value of y' w(h ,p) is computed at each 

point V( in the following manner. A saturation 

temperature is computed for the surface value of 

Psq(P)= vq(P)/hs> 8iven by: 

tsatg=l4\n(0.22psq(p))oc (9) 

At a height h , corresponding to a position r   on the 

link path, the attenuation coefficient is given by: 

Yoq =/o.vexP("^ lho~) (14) 

The total oxygen attenuation on the link path is found 
by numerical integration: 

499 r2-rl 

°X~q=0 !0C1     500 
dB (15) 

If tsat   < 15   C, the value of ps„  is achievable at 

15°C and the temperature correction factor C,   = 1. If 

tsa(Q >15   C, we need to reduce  y wsq   (calculated 

from Equation 19) by 0.6% per °C above 15°C, i.e. 

Ctq ~ 1- 
Wsatq-1& 

V 100 
(10) 

The value of attenuation coefficient which is exceeded 

with probability p at the point r on the link path is 

then given by 

with the link path  r2 — r,   expressed in km. 

In order to place an upper bound on the overall 
attenuation statistics, it is desirable to correlate the 
various factors described earlier, adding attenuations for 
equal exceedances. Correlating the attenuations in this 
way has a physical basis in that water vapour, cloud and 
rain are indeed associated with each other. For 
example, the formation of cloud requires sufficiently 
high water vapour content, and the formation of rain 
generally requires high cloud content. Using this 
technique of combining attenuations, and assuming the 
maximum number of terms in the equation (two cloud 
terms and one rain), we obtain 

rw(hq^P) = rwsq(P)Ctq exP(~hq ' hw) (11) 
A 

An upper bound on the total water vapour attenuation 
for the link path is found by correlating the elements of 
attenuation produced from each of the 500 sections of 
the link path, adding attenuations for equal 
exceedances. Hence the water vapour attenuation 
statistics are given by 

r2-rl 499 
A1An,„r)(p) =   Z yw(hq,p) 

q=0 500 
lwvapx dB (12) 

where   r2 — r,    is the distance between the two end 

points of the link path and must be in units of km. 

d) Attenuation due to oxygen. The surface specific 
attenuation of oxygen is given in these conditions as 

OS 

7.19x10  J + 

6.09 

r + 0.227 

4.81 

(/-57)2+1.5 

■f1 xlO  3dB/km (13) 

Tot (p) = Aox + Awap(p) + Adx (p) 

+ A cl2 
(p) + A    .  (p) 

(16) 

In cases where the aircraft-to-aircraft link path does not 
pass through rain, there will be a maximum of one 

cloud term and the term   A    ■ (p)  is dropped.    At 

higher altitudes there may not even be a cloud term in 
which case only the terms in oxygen and water vapour 
remain. These two terms are present on every link. 

4.3 Typical MIDAS inputs and outputs 

MIDAS has three primary outputs. The first are simple 
signal coverage maps of either signal availabilities for a 
fixed excess attenuation (which dominates fade margin 
calculations) or excess attenuation for a fixed 
availability. Signal availability is defined as the 
percentage of time that the attenuation is less than some 
specified excess attenuation. The model inputs for this 
mode are: transmitter location in terms of altitude (km), 
latitude (°N), longitude (°E of Greenwich), receiver 
altitude (km), frequency (GHz), month (1-12), whether 
interested in availability or attenuation, desired 
availability or attenuation threshold and finally the 
boundaries of the region centred at the transmitter range 
(in km) bounding the mobile location of the receiver. 
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A typical signal coverage output is shown in Figure 3 
for April (Month 4). In this example, transmitters are 
located over Glasgow and London at altitudes of 10 km 
and the receivers (at altitudes of 0.1 km) are assumed to 
be located within a range of ±200 km centred on the 
transmitter. The colour contours are signal availability, 
at 36 GHz, for an excess attenuation of 15 dB. 

: SIMPLEPLOT az 
Coverage Map 

S Excess attenuation 

Figure 3. London and Glasgow coverage at 36 GHz 

Figure 4, the second output format, shows link margin 
(i.e. excess attenuation dBs, abscissa) to be overcome, 
range (km, Ordinate) and colour contours of signal 
availability. The range is along a line of longitutde 
centred on the transmitter location (in this case going 
due North of the London transmitter Figure 3). The plot 
is designed to enable system designers to trade-off 
between the three important parameters of: link range, 
availability and attenuation. For example, an attenuation 
of up to 18 dB will be observed less than 99% of the 
time to a range of-100 km. At -160 km, however, 18 
dB is predicted less than -93% of the time. 

SIMPLEPLOT m 
Trade-ofF Contour Map 

AvailablKyfH) 

Link Margin (dB) 

lon.15      36    10   0.1   4. 
Fnqiuacr, Tx Allitudt, Rx Altituii, Month 

Figure 4 A system trade off contour plot 

The final output is from a module which predicts point- 
to-point link budget analyses [Akram et ah, 1996]. The 
output takes into account the system gains (e.g., 
transmitter power, antenna gain etc.) input by the user, 

and theoretical curves of typical modulation schemes to 
derive a monthly system performance. A typical input 
and output screen are illustrated in Figure 5. 

;; INPUT SCREEN 

System Title  [Example 

Frequency [GHz) |37,DQ[ 

Bit Hate (Mb/s) |l20.oc 

BitErrorRite |1e-?J     [6 

MODULATION TYPE: 

Annual Avalliblllty pi)  199.9000 

BPSK 
QPSK 
DPSK 
CFSK 

PLATFORM 1 

Latitude (deg)     142.9^00 

Longitude |deg)  |u.HOO00 

]]  Latitude (deg)     ^3.3fl00 

~J  Longitude (deg) 11.29000 

Height [km) jg.BB50D Height (km) ]0.250000 

LOS Range (km) [nO.57467  | 

Elevation angle |dcg)  |-1.5393916 | 

POWER BUDGET UNK ANALYSIS 

Transmitter Data 

EIRP|dBm)|54.P0DC Rx Noi3e Power In BRBW (dBm) [-B7.20B2      ~~| 

Propagation Lostet Data Received Eb/No 

Total Propagallon Loss (dB] 1166.B00 Net Received Eb/No [dB]  8.4081B 

r 
Rx RF Signal Power (dBm) |-7B,B00O      ~| Net Eb/No Required [dB] [10.5691 

Eb/No Margin (dB) |-2.1E0B7      ~| 

\<"* 1 |; Save IP Filej |; Quit | 

Figure 5 Typical link budget input/output screens 

5. Application   of MIDAS  to   an   illustrative 
European scenario 

An example scenario is now considered to illustrate the 
utility of the MIDAS tool. The scenario assumes that a 
36 GHz system, developed to overcome a fixed excess 
attenuation of 15 dB, is to be deployed in London in 
December and July to provide a communications 
availability up to 99%, up to a range of -90 km. 
Transmitter and receiver altitudes of 10 km and 0.1 km 
are initially assumed and signal coverage is predicted as 
a function of month. The results are used to estimate the 
number of additional transmitters required to achieve a 
fixed signal coverage within a large geographic area. 
The spatial variation is then predicted at a number of 
locations in Europe. 

5.1 Monthly coverage variation over London 

Rainfall can broadly be categorised as showery (often 
termed convective rain) and widespread (stratiform 
rain). The former, is associated with intense short 
duration rainfall events and is often observed in the 
summer months in a temperate climate. The latter 
exhibits lower rain rates of longer duration and is 
usually observed in the winter months. The attenuation, 
per unit distance, observed is greater for showery than 
widespread rain due to the increased rain rates. 

Generally, London is within a temperate climate zone. It 
is predicted, therefore, that the reception range (for 
signal availabilities up to 99%) will decrease in summer 
than in winter. This is confirmed by trade-offs Figures 
6a and b. 
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Figure 6a is the predicted plot (along a line of longitude 
centered on the transmitter location, Figure 3) for 
December whilst Figure 6b is for July. In winter 
(December) the 15 dB excess attenuation extends out in 
range (due North) to -87 km for up to 99% of the time. 
In summer (July), however, the due North range 
decreases (by -26%) to -68 km. The requirements, 
therefore, are almost met in December but not July. 

Figure 7 shows the monthly variation in range, due 
North and South, of the 15 dB excess attenuation. The 
predicted range due South is, on average, -10 km 
shorter than that due North. This may be attributed to a 
combination of increasing melting layer height and, 
possibly a smaller increase in rain rates observed 
towards the South. The anisotropy, however, does 
suggest that to achieve an isotropic signal coverage 
higher radiated powers are required due South than due 
North. This may significantly impact on system design 
(e.g. antenna footprint) particularly on systems 
deployed near coastal environments where climatic 
conditions may be more variable. 

Trade-off Contour Map 

Lkik Marrjln (iffi) 

London    36    10   0.1   12 
DECEMBER | Continue 

a) 
PI  SIMPLEPLOT "     1-1- 

Trade-off Contour Map 

120 - 
Availability (W) 

14 
r                 i 

■    19 
„« 1                 ! 

17 

i                 > 
**1 

17 ? i                 ■ 
„.. 

17 

§1 

1 i:               ! 
r                i 

;                ~i 
gTli   |   w^ ■120 

11 

S 

12                                            1S 

Link Margin (dB) 

London    36    10   0.1   7 

JULY | ?Contlo»C- || 

Figure 6 North-south, trade-off-plot for London 
December and b) July 

b) 
in a) 

Figures 6 and 7 show that although the requirements 
may  almost  be  met  in   December they  cannot  be 

achieved in July. Indeed the requirements may only be 
met for a short period of the year. The availability (up 
to 99%) shortfall in July may be overcome by either 
deploying an additional system in theatre, or increasing 
the radiated transmitter power from the single system 
via higher gain amplifiers, or antennas. Predictions 
show that for the latter option an additional -5 dB 
(Figure 6b) of system gain. Increasing the radiated 
power or deploying an additional system, however, may 
be prohibitively expensive. 

An alternative option is to optimise the transmitter 
geometry e.g. by increasing/decreasing the transmitter 
altitude to match the monthly climatic conditions. 

Range variation as a function on month 

Figure 7. Monthly variation of range due North (solid 
line) and due South near London 

Table 1 shows the impact on the range due North (for 
the 15 dB attenuation and availability up to 99% in 
July) of increasing the transmitter altitude from 10 - 13 
km. As the altitude increases the range achievable 
increases, as expected, due to the reduced slant paths 
through the different tropospheric features. At an 
altitude of 13 km a range of -87 km, which almost 
matches the scenario requirements, is predicted. 

Table 1 Increasing antenna altitude in July 
Antenna altitude (km) Range (North) 

10 -68 
11 -74 
12 -81 
13 -87 

The converse may also be achieved as shows in Table 2. 
As the altitude is decreased in winter the maximum 
range due North also decrease. At an altitude of 8 km a 
range of -60 km, similar to that achieved in July, is 
predicted. This may be used to advantage if the 
coverage area is to be minimised to reduce interference. 

Table 2 Decreasing antenna altitude in December 
Antenna altitude (km) Range (North) 

10 
9 
8 
7 

-87 
-74 
-60 
-54 
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5.2        Impact on packing density 

In any planning phase of a wide area (e.g., 500 km) 
communications system deployment, the number of 
systems operated is usually minimised to ensure cost 
effectiveness whilst maintaining a pre-determined 
system availability. To illustrate the monthly variability 
in the number of systems required to maintain a 
specified coverage, a simplified scenario is considered 
below. In this scenario it is assumed that identical total 
coverage is required in December and July. 

For simplification purposes symmetry is assumed and 
four identical systems are deployed within a 360 km2 

region. Although the packing configuration described 
by Figure 8 is not optimal, it is useful for illustrative 
purposes. The 

360-kn 

^ 90-km \ /   . 

v X J 

r ~v 
V ) 

360-km 

Figure 8 A simplified packing density model 

In December the range due North with transmitters at an 
altitude of 10 km over London is -90 km. Assuming 
symmetry the total percentage coverage from four 
transmitters within the 360 km square box-area is 
-80%. In July, however, the range due North decreases 
to -68 km and the total percentage coverage from four 
units decreases to -44%. To ensure signal coverage 
similar to that of December, therefore, it is predicted 
that at least another 3 transmit stations would be 
required (totalling 7 within the area). Alternatively, the 
platform altitudes may be increased from 10 km to 13 
km in July, to provide the increased coverage, 
significantly reducing the number of units required. 

5.2 Coverage variation in Europe 

In future military conflicts, systems may need to be 
deployed in diverse climates at short notice. A 
successful deployment scenario for the UK, however, 
may not be appropriate to other climates and system 
trade-offs may need to be made. 

MIDAS predictions at a number of locations across 
Europe have been made to illustrate the spatial variation 
in tropospheric attenuation. It is again assumed that the 
deployment is to take place in December and that a 

signal availability up to 99%, to a 90 km range due 
North is required. 

The locations investigated (Figure 9) are chosen for 
their differing climatic conditions as defined in 
CCIR[ 1990]. Figure 10 details the predicted range 
difference (due North) from London. 

Figure 9. Locations investigated in Europe 

Due North range difference in December for cities across Europe 

Figure 10 Range variation in Europe for December 

The maximum range difference is between Lisbon and 
London where a difference of -57 km is predicted. To 
overcome this range shortfall additional system gain 
may be required to fill the availability gap or a degraded 
system performance accepted with the knowledge that 
the service will improve over the next six months. 
Alternatively, the environment can be mitigated against, 
to some degree, by increasing the antenna altitude to 15 
km, where the shortfall is predicted to be -27 km, a 
50% improvement. 

6. Conclusions 

Decision aid tools are becoming increasingly important 
for design, planning and deployment of mobile 
communications assets which must function in diverse 
battlespace environments. At millimetre wave 
frequencies, the impact of hydrometeors predominates 
and tools which account for climate changes ranging in 
timescales, ideally, from minutes to years are becoming 
increasingly important. These decision aid tools may be 
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used to mitigate against the detrimental effect of the 
battlespace environment which are difficult, or not cost 
effective, to overcome during the system design phase. 

A 30-50 GHz monthly prediction model has been 
developed which calculates signal attenuation and 
availability due to rain, clouds, water vapour (in rain 
and non-rain conditions) and oxygen. The model is a 
key element of a Mlllimetric Decision Aid System 
(MIDAS Version 1.0a) being developed at DERA. 
MIDAS is currently used to provide: 

(i)   coverage maps of availability and attenuation 
(ii) link margin-range trade-off maps 
(iii) link budget analyses 

The utility of the tool has been demonstrated using 
hypothetical scenarios in Europe. The first scenario 
assumed that a fixed 15 dB fade margin system was to 
be deployed in December, from a platform, at an 
altitude of 10 km, to provide availability coverage up to 
99% up to a range of-90 km due North from London. 
The tool was then used to overcome the -20 km range 
variation predicted between December and July, by 
matching the operating scenario (by increasing the 
transmitter altitude by 3 km) to the monthly 
meteorological conditions. An alternative method 
would have been to increase the system gains by -5 dB. 

Signal coverage predictions over a number of location 
across Europe demonstrated the need to adjust operating 
parameters of a fixed fade margin system. In Lisbon, 
the signal coverage due North in December is -57 km 
less than that predicted in London. By increasing the 
antenna altitudes to 15 km the coverage shortfall may 
be reduced by 50%. 

A simplified packing model for a 380 km2 region near 
London showed that to maintain a signal coverage of 
-80% the number of systems deployed could range 
from four, in December, to seven in July. By carefully 
managing four assets, however, and optimising their 
deployment to the prevailing monthly climatic 
conditions, using a decision aid such as MIDAS signal 
coverage could be maintained whilst minimising the 
number of systems deployed in theatre. 
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QUESTION 

1.        Re. your fig. 7.   How much should I increase the output power in order to 
have a coverage better than 90 Km for the whole year. 

ANSWER 

To achieve the 90Km due north coverage you would need an additional ~5db of 
system gain to ensure coverage for the whole year. This may, however, be 
prohibitively expensive and thus not cost effective. 
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CONDITIONS D'INSERTION DES RADARS A LARGE BANDE 

Jean ISNARD 
THOMSON-CSF RCM 
La Clef de Saint Pierre 

1, boulevard Jean Moulin 
78852 ELANCOURT 

France 

RESUME 
La mise en oeuvre de signaux ä large bände dans les radars 
resulte des besoins en discrimination / classification des 
cibles, resistance aux contre-mesures (passives et actives) et 
cartographie precises de certaines zones de terrain. 

Suivant les applications les formes de signal emises ainsi que 
leurs conditions d'emission spatio-temporelles devront 
pouvoir etre harmonisees entre elles et avec celles utilisees 
par des applications differentes (faisceaux hertziens, 
radiocommunications, ...) car les bandes de frequences 
devront de plus en plus etre partagees pour une meilleure 
utilisation de la ressource spectrale. Sont esquissees dans cet 
expose les conditions internes et externes au Service de 
Radiolocalisation (RL): le fonctionnement des radars ä large 
bände avec d'autres services, notamment celui de 
radiocommunications, devrait etre possible dans des bandes 
partagees grace ä l'acceptation de contraintes mutuelles. 

SUMMARY 
The implementation of wide-band signals in radars results of 
the need to discriminate / classify targets, to resist 
countermeasures and to obtain precise maps of certain areas. 

Depending on the applications the signal waveforms and 
their spatial-temporal conditions of transmission will have to 
be harmonized among themselves and with those utilised by 
other applications; indeed it will become increasingly 
necessary to share at lest partly the bandwidths for a better 
use of the spectral ressource. 

This paper outlines the internal and external conditions for 
the radiolocalisation service : the sharing of bandwidths 
between radars and other equipment in particular for 
radiocommunications should be possible provided that 
mutual contains are accepted. 

1.   INTRODUCTION 
De maniere generate, les avantages attendus des radars ä tres 
large bände sont: 
1) une discrimination / classification accrue des cibles, 
2) une reduction des effets de glint et de multitrajet. 

Une consequence avantageuse resultant de la necessaire 
repartition spectrale de l'energie est: 
3) une discretion par dilution des signaux vis-ä-vis des 

analyseurs spectraux 

Dans le domaine des frequences basses, on tire parti de la 
combinaison avec les proprietes de ces bandes [l]pour 
obtenir, 
1)   une visibility accrue des cibles masquees (masques de 

vegetation, penetration du sol), 

2)   un processus de detection resistant mieux aux contre- 
mesures actives. 

La tres large bände peut etre obtenue soit directement par 
remission d'un signal tres bref (1 ns, par exemple), soit 
indirectement, ä un degre moindre, par modulation du signal 
emis (type CDMA par exemple) ou par emissions etroites 
reparties sequentiellement dans une tres large bände. Stricto 
sensu, seuls les radars du premier type ont droit ä 
l'appellation tres large bände (UWB) [2]. 

Une emission tres large bände peut etre definie par un signal 
dont le spectre Af est tel que 

Af> 0,25 finsutiun 
2 

fmax et fmin representant respectivement les frequences 
maximum et minimum utilisees. On per?oit qu'il y a lä un 
cöte arbitraire, voire subjectif, que nous ne commenterons 
pas. Par la suite, nous prendrons aussi en consideration les 
radars ä large bände c'est-ä-dire ceux dans la bände 
"instantanee" est superieure ou egale ä 10 % de la porteuse 
notamment dans les bandes "classiques" (L, S, C, X). 

2.   EXEMPLES D'APPLICATION 
Afin d'obtenir une tres haute resolution, la tres large bände 
est recherchee dans de nombreuses applications [3]: 
- exploration du sous-sol 
- detection de mines 
- detection de missiles furtifs anti-navires 
- radar multimode aeroporte 
- etc... 

Par exemple, l'apport d'une tres haute resolution en radar 
aeroporte, dans les bandes habituelles C/X/Ku est notable 
dans tous les modes de fonctionnement des que la bände 
depasse 1 GHz. 
1) en mode veille, la probability de detection croit en raison 

de la reduction du fouillis, 
2) en modes suivis de terrain et de localisation, la haute 

resolution permet de discriminer les echos fixes tels que 
les pylones par elimination des effets de glint et de 
separer les cibles de leurs images (en pratique une 
resolution d'au moins 15 cm correspondant ä une bände 
d'un gigahertz), 

3) en mode reconnaissance / identification, la classification 
non cooperative des cibles (NCTR radar) apporte une 
contribution indispensable pour effectuer une 
identification ami-ennemi par fusion des divers moyens 
(data link, RWR, FF, NCTR optro) notamment en vue 
de reduire le risque de tirs fratricides, 

4) enfin la distance d'interception du radar est naturellement 
reduite par le fait que le recepteur d'ecoute doit elargir 
ses bandes. 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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3.   SPECIFICITES LIEES L'INSERTION 
SPECTRALE 
L'objectif essentiel etant d'ameliorer la resolution du radar 
pour extraire la reponse la plus detaillee possible de la cible 
permettant de la classer, voire de l'identifier, l'observation 
doit done mesurer cettc reponse le plus fidelement possible 
vis-ä-vis de la reponse theorique. 

Pour faire cette mesure, le radar doit surmonter trois sortes 
de difficultes : 
1) obtenir le meilleur pouvoir separatem- possible vis-ä-vis 

de l'environnement (autres cibles ou brouillage), 
2) deconvoluer les effets des fonctions de transfert des sous- 

ensembles du radar (emetteur - antennes - recepteur), 
3) compenser les effets de propagation. 

3.1   Pouvoir separateur 
On sait que pour obtenir ä la fois une haute resolution en 
distance et en vitesse, il faut emettre un signal de produit BT 
elevc ; si on veut beneficier des conditions simplificatrices de 
lliypothese dans laquelle l'effet Doppler est negligcable sur 
la duree de l'impulsion, le signal doit etre limite ä 
l'observation des cibles dont la vitesse radiale v satisfait ä 

BT«c^y 
2v 

Cette contrainte est encore satisfaite meme pour des produits 
BT eleves. 

Exemple: 
v< 1500 m/s 
BT « 105 

Or pour un radar ä B = 3GHz 
T = 3,3 us 

BT=104 

On sait par ailleurs que meme la fonction d'ambigui'te (F.A.) 
generalisee possede des proprietes de continuity vis-ä-vis de 
la F.A de woodward [4][5]. 

Le danger ne vient done pas d'une deterioration rapide des 
proprietes de la F.A. mais du fait qu'en affinant la resolution 
distance, on ne collecte une quantite considerable de signaux 
provenant de sources parasites soit directement, soit 
indirectement via le clutter ou meme la cible elle-meme qui, 
dans le meilleur des cas, augmente la fausse alarme et dans 
le pire des cas empeche la mesure de la SER. : ce que l'on 
peut gagner en degre de liberte en haute resolution peut se 
perdre en interference vis-ä-vis d'autres cibles ou brouilleurs. 

On sait, par exemple, que le signal en sortie d'un emetteur 
connecte ä une antenne dont la dimension est courte vis-ä-vis 
de la plus petite longueur d'onde contenue dans ce signal est 
approximativement la derivee du signal en entree [6]. 

II faut aussi reconsiderer la facon dont est specifiec une 
antenne en tres large bände car scs proprietes ne pcuvent 
plus etre defmies autour d'un point moyen dc fonctionncment 
stationnaire, au point que pour rendre optimum la liaison 
Emission-Antennes-Reccption, il faille avoir des antennes 
differentes ä remission et ä la reception. 

3.3   Propagation 
Meme si dans la partie 1-10 GHz du spectre les effets 
proprement dits de la propagation sont relativement 
stationnaires les interactions avec la matierc notamment en 
penetration ä frequences basses ou en reflexion (fouillis) sont 
tres importantes pour les performances et les interferences. 

De maniere generale, les effets des interferences 
radioelectriques et des produits d'intermodulation dans des 
systemes ä grande dynamique comme les radars ä tres large 
bände sont un des problemes majeurs de la compatibilitc 
electromagnetique de ces systemes. 

4. ETALEMENT DE L'ENERGIE DANS LE PLAN 
TEMPS FREQUENCE 
Certes les radars ä tres large bände sont un cas extremal, 
mais la tendance generale des radars a etc d'occupcr dc plus 
en plus l'espace temps x frequence par la mise en oeuvre de 
techniques de compression d'impulsion, d'agilite de 
frequence, de synthese d'impulsion, etc ... 

Les techniques de compression d'impulsion sont utilisecs 
d'autant plus qu'elles sont indispensables ä l'emploi des semi- 
conducteurs ä faible puissance crete et des TOP ä large 

mode impulsionnel (facteur de forme typique dc bände en ...„~w ....j  
30% et 10% respectivement). 

Mis ä part le cas encore peu repandu des radars ä emission 
continue ou semi-continu, l'axe temporel du plan temps x 
frequence est done occupe par remission dans une proportion 
de 10 et 30% y compris les techniques de lever d'ambigui'te 
distance par variation de la periode de repetition. 

L'axe frequence est occupe en proportion dc la resolution, de 
l'agilite en frequence, de la synthese d'impulsion, .... De 
maniere generale, la bände de fonctionnement represcnte 
environ 10 % de la porteuse, le radar cherchant ä couvrir 
toute la bände attribuee et la bände du signal represcntant le 
motif de duree minimale servant ä extraire un plot 
correspondant ä 1 ou 2 % de cette bände de fonctionnement. 

3.2   Deconvolution des fonctions de transfert des sous- 
ensembles radar 
Par le  fait meme que  chaque  sous-ensemble Emetteur- 
Recepteur des radars a sa propre fonction de transfert, la 
forme  d'onde  ideale  devant  solliciter  la  cible  doit  etre 
elaboree en consequence. 

Bande S C X 

Frequence centrale 3 6 10    GHz 

Bande de fonctionnement 300 600 1000    MHz 

Bande du motif, de signal 3 6/10 10/20   MHz 
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Vis-ä-vis des bandes attributes au service de 
radiolocalisation (RL), la bände occupee par le motif 
minimum composant le signal ne represente que 1 ä 2 % de 
cette bände. 

On voit que l'introduction de radars ä tres large bände 
multiplie par environ 100 le champ d'occupation possible sur 
l'axe frequence, la situation sur l'axe temps etant 
pratiquement inchangee, le recepteur du radar devant de 
toutes facons analyser les echos. 

Or, cet etalement de l'energie dans le spectre, et, dans une 
moindre mesure dans le temps, depend de la forme du signal 
choisie pour l'application et de ses conditions d'emission 
spatio-temporelles. Ceci est illustre ci-apres par quelques 
exemples : 
1) les modes ä tres large bände sont tres rarement utilises 

pour la detection mais plutot pour la classification : la 
sequence ^identification est generalement breve, 

2) si la classification est faite en frequences basses 
(100 MHz - 1 GHz) en sollicitant des resonances, le 
spectre est analyse sequentiellement, 

3) lorsque le signal emis est elabore par synthese, celle-ci 
est faite ä partir d'un certain nombre de raies discretes, 

4) les radars transhorizons ont une tres large bände de 
fonctionnement possible (3-30 MHz) pour pouvoir 
adapter la frequence d'emission aux conditions de 
propagation de l'instant, 

5) dans les cas oü l'identification doit se faire rapidement 
par des impulsions tres breves ä spectre continu, ces 
impulsions sont si breves que, dans la plupart des cas, 
eile ne perturbent pas de maniere significative le 
fonctionnement des autres services. 

Ces secteurs sont en MHz 

*min Imax w/J Imax ■ Imin 

2 

1215 1400 327 

2700 3400 762 

5250 5850 1387 

8500 10 500 2375 

13 250 14 300 3444 

15 700 17 300 4125 

24 050 26 250 6287 

33 400 36 000 8675 

Grosso modo, il n'y a que deux bandes qui puissent ä peine 
admettre le fonctionnement de radars ä tres large bände 
suivant la definition rappelee au debut ! Encore cette 
evaluation ne tient-elle pas compte de plusieurs convoitises 
sur la bände S. 

H existe tout un ensemble de normes et recommandations 
visant ä obtenir la compatibilite electromagnetique interne et 
externe aux services ; par exemple, les emissions sont 
assujetties aux diverses dispositions du RR notamment ä 
l'article 5 [7]: 
- tolerance de frequence (appendice 7) 
- niveaux     de     puissance     maximaux     toleres     des 

rayonnements non essentiels (appendice 8) 
- niveaux   de   puissance   maximaux   toleres   pour   les 

emissions hors bände (appendices 17 et 27 Aer2) 

5.   ATTRIBUTION DES BANDES DE FREQUENCES 
(RR de I'UIT) 
Dans le RR de lTJIT, le tableau d'attribution des bandes de 
frequences au service RL fournit les informations. 

On rappelle simplement ici qu'entre 1 et 36 GHz, il y a 8 
secteurs principaux attribues mondialement au radar ä titre 
primaire. 

Certes certaines attributions sont ä titre secondaire ou sont 
geographiquement limitees. Ce n'est pas l'objet ici d'entrer 
dans le detail des notes du RR ; il s'agit plutöt vis-ä-vis du 
Probleme de l'insertion des radars ä large bände dans le 
spectre d'avoir present ä l'esprit les secteurs attribues au 
radar et leur evolution probable. 

Le terme de service est pris ici au sens du RR Partie A Chapitre I, 
article 1 Section III. Exemples : 
Service de radiolocalisation : service de radioreperage aux fins de la 
radiolocalisation (radars) 
Service de radionavigation aeronautique : service de radionavigation 
pour les besoins des aeronefs et la securite de leur exploitation 
Service fixe : service de radiocommunication entre points fixes 
determines (faisceaux hertziens) 

En revanche, lTJLT recommande l'emploi des techniques 
d'etalement du spectre et les methodes de traitement des 
signaux qui permettent d'utiliser le spectre avec le maximum 
d'efficacite. 

Evidemment, la formulation de ces dispositions est faite dans 
une perspective "bände etroite" du point de vue radar : un 
reexamen de ces documents est ä faire. 

6. RECHERCHES GENERALES EN VUE DUNE 
UTILISATION EFFICACE DU SPECTRE 
Les besoins en spectre sont en augmentation pour toutes les 
applications dans des bandes dejä tres utilisees, exemples : 1 
ä 3 GHz, 4 ä 6 GHz, 8 ä 12 GHz et meme 30 ä 36 GHz. 

Deux axes de recherche sont les plus souvent cites [8]: 

1) pour chaque service, il s'agira d'augmenter l'efficacite 
spectrale et la reutilisation des frequences, 

2) entre les services, il faut accroitre le partage des bandes. 

II s'y ajoute le reamenagement du spectre, generalement en 
deplacant nombre d' applications de radiocommunications 
vers des bandes plus elevees ; mais l'importance des 
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investissements et la duree de vie de certains equipements 
(30 ans pour les radars par exemple) font que les effets 
benefiques n'en seront percus qu'ä tr6s long terme. 

De maniere interne ä chaque service, les techniques de 
modulation et de codage et la maitrise des antennes sont 
probablement les sujets principaux ; du point de vue externe 
entre services, l'estimation des densites de puissance ou de 
puissance surfacique rayonnees est le theme majeur ce qui ä 
nouveau impliquent les diagrammes de rayonnement des 
antennes ; mais on pourrait aussi y aj outer les contraintes 
d'exploitation dans la mesure oü une coordination, voire une 
synchronisation est possible. II s'agit avant tout de trouver 
une efficacite globale elevee, c'est-a-dire sensibilite aux 
brouillages moindre et capacite ä reutiliser des frequences : 
l'optimum interne peut devoir etre degrade au profit d'une 
efficacite globale superieure. 

Enfin revolution ä court et long terme de l'utilisation de la 
ressource spectrale depend de la connaissance des conditions 
de propagation des ondes dans les environnements reels, d'oü 
le developpement indispensable de methodes et de modeles 
fondes sur des mesures. 

7.   CONDITIONS D'INSERTION 
Evidemment les conditions d'insertion sont differentes 
suivant que Ton se place d'un point de vue interne ou d'un 
point de vue externe. 

7.1   A l'interieur du service RL 
Les radars devant reserver la majeure partie du temps ä 
capter les echos de cibles atteindront une bonne utilisation de 
la ressource spectrale sous deux conditions : 
1) Decouplage geographique, 
2) Mise  en  oeuvre  de plans  de  formes  d'onde  et  de 

frequences, voire de synchronisation d'emission. 

Ce sont des conditions dejä mises en oeuvre dans le domaine 
Defense. 

7.2   A l'exterieur du service RL 
De ce point de vue, le radar a deux avantages : 
1) Ses emissions sont entierement synchronisers et de faible 

duree comparees ä celles des autres services de 
radiocommunication, 

2) La structure des signaux radioelectriques de la plupart 
des autres emissions lui sont connues puisqu'elles font 
l'objet de normes internationalement acceptees. 

En revanche ses recepteurs doivent avoir une large bände 
avec une selectivity bien inferieure ä celle des 
radiocommunications par exemple. 

Sous reserve de ne pas etre saturantes, les emissions radar 
etant breves, l'impact sur des liaisons de radiocommunication 
sera faible car celles-ci sont dejä concues : 
1) pour resister aux effets des trajets multiples, par exemple 

la duree moyenne des evanouissements dus au fading de 
Rayleigh est de l'ordre de quelques ms dans la bände 150 
ä 900 MHz croissant en fonction de la longueur d'onde, 

2) pour proteger les donnees contre les erreurs de 
transmission : des mecanismes de protection sont mis en 
oeuvre (entrelacement, codage convolutionnel, codage en 
bloc); sur un debit binaire de 22,8 kbits/s en GSM, 
9,8 kbits/s sont utilises pour la protection contre les 
erreurs. 

A ce propos, les concepteurs de materiels d'infrastructurcs 
radiomobiles devraient ne pas trop reduire ces codages de 
protection pour tenter d'accroitre le debit des canaux, car 
dans l'extension des bandes qu'ils souhaitent, ils en auront 
peut etre besoin pour resister aux emissions des autres 
services dont le RL. 

A la reception, le radar est confronte ä des difficultes tout ä 
fait analogues ä celles des Moyens de Renseignement 
Electroniques (ELINT) pour localiser et eliminer les effets 
des brouilleurs represented par les emetteurs des autres 
services. 

La difficulte ä separer ces emetteurs est due : 
- ä l'observation de ces emetteurs ä des distances de plus 

en plus grandes induisant une zone geographique 
instantanee tres etendue, 

- ä la densite des emetteurs dans cette zone. 

On dispose actuellement de plusicurs methodes d'analyse 
temps x frequence et correlation spectrale (cyclostationnaritc 
des signaux de radiocommunications) ainsi que d'algorithmes 
perform ants. 

Les separateurs aveugles, dits aux ordres superieurs, 
exploitent en plus des informations dans les statistiques 
d'ordre deux des observations, celles contenues dans les 
statistiques d'ordre superieur ä deux, fondes sur llvypothese 
d'independance statistique des sources non-gaussiennes 
representant les radiocommunications ; ces separateurs ont 
dejä fourni des resultats tres interessants pour une 
complexity de calcul realisable et sans necessite de 
goniometrie prealable des sources. 

Cette situation ne peut qu'inciter ä une integration future du 
radar et des contre-mesures au moins en ce qui conceme 
certaines fonctions ; en effet, dans les deux types de capteurs, 
on doit exploiter, de maniere coherente, des informations de 
nature spectrale recueillies sur des voies paralleles 
foumissant la discrimination spatiale ; meme si les deux 
types ont des proprietes a priori differentes en termes de 
debits, de bandes d'analyse, de dynamiques, etc ... cette voie 
conduit ä une architecture d'ensemble depuis les antennes 
jusqu'aux traitements. 

On trouve un exemple de cette tendance d'associer les 
fonctions radar et mesures (ELINT) aux references [9][10] 
mises en oeuvre dans le cadre des radars CARABAS et 
LARISSA. 

Bien entendu, une teile evolution ne pourra sc faire que 
grace au developpement: 
- de reseaux d'antennes ä large bände, 
- de modules de selection de bände ä large bände totale, 
- de chaines de reception ä large bände, 
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de processeurs de signal ä calcul parallele mettant en 
oeuvre des traitements de meme type mais ä parametres 
differents. 

8.   CONCLUSION 

C'est par un mutuel effort de comprehension que seront 
trouvees les solutions de fonctionnement des radars ä large 
bände et d'autres equipements dans des bandes partagees. 

Les radiocommunications doivent prendre en compte les 
specificites du radar notamment en ce qui concerne les 
durees de reception et la dynamique des signaux. Les radars 
ont ä mieux connaitre les structures (temporelles, spatiales et 
de codage) des radiocommunications. 

A long terme, un reamenagement du spectre sera necessaire 
pour se debarasser aussi bien d'un decoupage abusif du 
spectre en bandes trop etroites ne permettant aucune 
optimisation, que de rentes de situation telles que la 
radiodiffusion occupant en UHF (470-960 MHz) la moitie du 
spectre inferieur ä 1 GHz alors que cette diffusion pourrait se 
faire par satellite. Du point de vue technique, il existe dejä 
de nombreux points de convergence entre radar et 
radiocommunications dans les domaines de la propagation, 
des antennes et du traitement de signal. 

L'exemple de la propagation est instructif ä ce sujet. 

En radar, quelle que soit la bände mais particulierement en 
bandes basses, la determination des performances rend 
necessaire l'elaboration de modeles prenant en compte les 
trajets multiples et les fouillis, notamment ä incidences 
rasantes ; ceci a conduit ä adopter une approche physique 
fondees sur les proprietes du champ electromagnetique en 
presence du sol et des obstacles divers : les meilleurs 
modeles pour des environnements inhomogenes semblent 
bien etre ceux fondes sur des techniques hybrides d'equation 
parabolique et de trace de rayons. 

Dans tout Systeme de radiocommunication, les 
caracteristiques du canal de propagation sont essentielles : 
elles dependent de la frequence, des environnements, de 
l'emplacement des stations, etc ... L'optimisation des 
traitements effectues aussi bien ä remission qu'ä la reception 
pour compenser les effets perturbateurs de la liaison 
(attenuation, dispersion temporelle, fluctuations, ...) est 
necessaire pour que le Systeme puisse resister aux bruits tout 
en maintenant une capacite maximum, n en resulte une 
approche statistique fondees sur des mesures du canal de 
propagation : puisque les effets des multitrajets sont 
lineaires, le canal est represents comme un filtre lineaire 
dont la reponse impulsionnelle h (t, x) varie avec le temps ; 
en outre, comme il est difficile de representer un grand 
nombre de multitrajets, h (t, T) est assimilee ä un processus 
stochastique. 

Gräce ä l'experience acquise en ces deux domaines et au 
perfectionnement des modeles, on peut imaginer une 
convergence des deux approches vers un modele de base 
commun servant ä determiner les conditions precises du 
fonctionnement harmonieux des radars ä large bände avec les 
autres services. Ce serait un premier pas necessaire d'un tres 
long chemin vers le partage de bandes. 
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PAPER TITLE Paper 16 - Conditions d'insertion des radars ä 
large bände 

AUTHOR :        J. Isnard 

NAME :        D. Jaeger 

QUESTION 

Is there any tendency for the UWB radar with respect to resistance against 
jamming? Will it become better or worse than conventional radars? 

ANSWER 

The UWB radar will have to be better in terms of resistance to jamming, the 
tendency is to associate more and more radar and ELINT equipment from the front- 
end to the signal processing. For example dynamic range of 80 dB will be obtained 
in the near future. Obviously the front-end (including the aerials) is the essential 
part of this evolution in radar technology. 

NAME : I. White 

QUESTION 

What are the peak and mean powers of this radar? 

What is the cost of band spectral leakage? 

ANSWER 

L'ordre de grandeur de puissance generee est d'une centaine de Watts. 

On peut atteindre des concentrations spectrales de l'ordre de 40 ä 50 dB. 
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PAPER TITLE Paper 16 - Conditions d'insertion des radars ä 
large bände 

AUTHOR :        J. Isnard 

NAME M. Elliott 

QUESTION 

I think most people here will agree that the future for military equipment is wider- 
band bands and wide timing ranges. 

You indicated that only the 2.7-3.4 GHz and 8.5-10.5 GHz bands would provide the 
spectrum needed for these very wide bandwidth radars. When do you think we 
could expect to see these radars introduced? 

ANSWER 

As far as X band (8-12 GHz) is concerned we will probably have surely a mode in 
the next ten years for airborne radars because the target discrimination/ 
identifications is so important. 

In N band (2.7/3.4 GHz) I am not so sure but it seems to me that for shipborne 
applications it should be equally important to improve the capacity of identification. 
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AIRBORNE METRIC FREQUENCY SURVEILLANCE RADAR ( UHF - VHF; 

Ph Lacomme - B. Carrara 

THOMSON-CSF / Radars & Contre Mesures 

La Clef de Saint Pierre 
1, boulevard Jean Moulin 
78852 Elancourt Cedex 

This paper presents a new concept of airborne 
surveillance system using a low frequency band 
(metric wave length) aimed at: 

- detecting and tracking air targets with low Radar 
Cross Section (RCS) such as stealth aircraft or 
missiles, 

- detecting and localising moving and non-moving 
ground targets, possibly hidden under foliage. 

1. AIRBORNE TARGETS DETECTION 

Current systems have been designed to detect air 
targets whose RCS is relatively high (from some 
m2 for classical aircrafts to  some  0.1   m2 for 
missiles).   In  front  of 
systems are limited by : 

low  RCS  targets,  these 

- a loss of the power budget : a reduction of the 
RCS by a factor of 100 reduces the range by a 
factor 3 

- an increase of the clutter to signal ratio. The 
radar improvement (and the subclutter visibility) 
and the antenna pattern quality become 
insufficient to detect the low altitude targets 
even at a shorter range. The global time to react 
is too short for the air defence efficiency. 

Among the antistealth techniques, the use of low 
frequencies (< 500 MHz) is the most efficient. 
Absorbing material (RAM) efficiency is limited to 
short waves because their thickness is linked to the 
wavelength and active methods of nulling which 
are very sensitive to frequency and direction are 
not credible for airborne applications between 0.1 
and 1 GHz as shown on figure 1. 

With VHF waves the RCS of a stealth aircraft or a 
missile is higher than 0.1 m2. Moreover for these 
wavelengths the ground backscattering coefficient 
is lower and the signal to clutter is higher. 

2. GROUND TARGETS DETECTION 

The propagation of high frequencies (> 500 MHz) 
suffers from high attenuation by foliage which 
avoids detection of fixed or mobile ground targets 
hidden by the vegetation. 

The foliage penetration properties of low 
frequencies have been demonstrated by various 
experiments among which SACHEM experiments 
(THOMSON-CSF Applications Radar TCAR). As 
an example reference [2] presents measurements 
made with the radar CARABAS of the National 
Swedish Defence Research Establishment and 
with the International SRI Ultra-Wideband SAR. 
These measures focus on two types vegetations, 
the Maine forest and a rain forest of Panama. They 
show that the two way attenuation due to the 
foliage is acceptable (some decibel) in the 200 
MHz- 400 MHz band, but becomes very strong 
(> 15 dB) above 1 GHz. 

3. ISSUES FOR METRIC FREQUENCIES 
RADARS 

However the use of such frequencies raise the 
issues of: 

- international regulations (CCIR), 
- airborne platform installation. 

Radar designers have abandoned metric waves a 
long time ago for higher frequencies (>1 GHz), but 
distribution tables show that potential free bands 
could exist due to communication technical 
evolution. 
These bands, some of which are reserved to 
Military Forces, are very sought after and must be 
strongly claimed for radar applications. 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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The high density spectrum in these bands raises 
the hard interference issue (co-existence with other 
systems present on the platform or extern to it). 
Efficient filtering techniques will be needed on 
transmission (limitation of the transmitted 
spectrum) and on receive (spatial or time adaptive 
rejection of polluting signals). 

In airborne radar, the combined effect of lower 
radiation performance (low quality antenna pattern) 
for UHF/VHF bands compared to higher band 
(S,X...) and the carrier motion , spread the ground 
clutter spectrum in whole the useful target Doppler 
domain. 

In order to overcome this problem new techniques 
for compensation of the platform motion 
(Immobilisation of the antenna phase centre: 
DPCA, adaptive cancellation of the clutter..) will be 
necessary. 
They enable to limit the ground clutter spectral 
spreading, facilitate the ground echo cancellation 
and improve the detectability of low velocity targets. 

STAP processing is the object of an intense activity 
in laboratories and publications are numerous. 
Preliminary studies undertaken have provided 
promising results. Nevertheless validation works 
are required with an airborne demonstrator. 

SAR techniques (Synthetic Aperture Radar) 
allowing to reach the transverse resolution needed 
for mapping of ground and fixed targets are 
perfectly mastered. On the other hand the 
bandwidth required to obtain the radial resolution 
(15 MHz) raises the problem of the utilisation of the 
spectrum, underlined hereafter. Techniques of 
"step frequency" will be used to restore this band 
(or a part of it) from disconnected subbands and 
will be complementary to coherent tomography. 

One of the major risks of a such concept is the 
practical possibility of using the few available radar 
windows in this overloaded part of the spectrum. It 
would be nevertheless so prejudicial that designers 
and users of radars abandon, without combat, 
these bands of frequency whose radar properties 
are so particular. 

4. CONCLUSION 

The operational interest presented by such 
systems justifies that organisms implied in the 
frequencies allocation restore to the radar the 
access to VHF and UHF bands too rapidly 
abandoned. 



18-1 

A LINEAR PROGRAMMING APPROACH TO RADIO CHANNEL 
ASSIGNMENT IN HEAVILY LOADED, EVOLVING NETWORKS 

Robert A. Leese 

Mathematical Institute 

University of Oxford 

Oxford 0X1 3LB, UK 

Summary 

This paper investigates a possible approach to the 
radio channel assignment problem, based on linear 
programming relaxation, together with column gen- 
eration. The method is tested on a set of benchmarks 
that are expected to be challenging, and most cases 
are handled well. Those that are not suggest pos- 
sible improvements. The method becomes more at- 
tractive when there are multiple channel demands at 
each transmitter site. Attention is restricted to min- 
imum span problems, with interference controlled by 
a constraint matrix, but similar approaches are pos- 
sible for more general formulations. 

This research was funded by the UK Radiocommu- 
nications Agency, under a contract with St. Cather- 
ine's College, Oxford. 

1    Introduction 

Radio channel assignment, when treated in any gen- 
eral setting, is a hard combinatorial problem, with 
little prospect of guaranteeing to calculate optimal 
assignments in reasonable time. Instead, one aims 
for methods that are fast enough for real applica- 
tions and that produce assignments sufficiently close 
to optimal, as measured by a suitable performance 
metric (one common measure being the number of 
channels used). 

This paper discusses some refinements to an algo- 
rithm that in an earlier form has produced promis- 
ing results for a variety of standard benchmarks. The 
method is based on a formulation in terms of linear 
programming, for which there are fast and reliable 
computational algorithms (the current implementa- 
tion uses the well-established simplex method). The 
main new ingredient here is the idea of 'column gen- 
eration', which means roughly that the complete 
problem formulation need not be compiled before the 
solution can begin. Instead, the formulation is aug- 
mented as the computation proceeds. In this way, 
redundant parts of the full formulation never need 

to be considered. Column generation has been used 
previously for a variety of combinatorial problems, 
notably for the graph-colouring problem [1], and also 
recently in a different approach to the channel as- 
signment problem [2]. We shall refer to the method 
presented here as the CACG (Channel Assignment 
by Column Generation) procedure. 

The CACG procedure may be applied to the range 
of problems discussed in the tutorial paper by Smith 
et al. [3]. Initial results for well-established bench- 
mark problems have been reported in [4]. In this pa- 
per we shall look instead at some problems based on 
regular geometries, since these appear to be among 
the most difficult for general algorithms to deal with. 
The problem domain is the region of the plane shown 
in figure 1, covered by a mesh of 37 regular hexag- 
onal cells, each with a transmitter site at its centre. 
Initially, each site is to be assigned a single chan- 
nel, although we will also describe results for mul- 
tiple coverage problems, in which each site receives 
several channels. The transmitters are identical and 
omnidirectional, signal propagation is assumed to be 
isotropic and independent of frequency, and no ter- 
rain effects are considered. These assumptions give 
rise to a high degree of symmetry in the problem, 
which algorithms must 'discover' for themselves if 
they are to produce good assignments. It is a chal- 
lenge to design algorithms that can deal equally well 
with both highly symmetric problems and more ir- 
regular ones. Surprisingly, perhaps, it seems that 
symmetric problems are harder to handle. 

Quality of service is guaranteed by controlling inter- 
ference coming from signals transmitted on channels 
that are close in frequency to the wanted signal. In 
engineering specifications, these guarantees are usu- 
ally provided by protection ratios. Mathematically, 
it is more common to use a constraint matrix, which 
is part of the following general framework. 

Suppose that the set of transmitter sites is T = {ti : 
i = 1,2, ...n}, and that transmitter site U should 
be assigned m$ channels. In keeping with standard 
notation, the available channels will be denoted by 

Paper presented at the RTO 1ST Symposium on "Frequency Assignment, Sharing and Conservation 
in Systems (Aerospace)", held in Aalborg, Denmark, 5-7 October 1998, and published in RTO MP-13. 
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Figure 1: An arrangement of 37 regular cells, 
each with a transmitter site at the centre. The 
distance between nearest sites is one unit. 

0,1,2,  The mapping between channels and sites 
determines an assignment. 

Definition 1 An assignment A on the set T, 
a (finite) subset of T x {0,1,2,...}. Its span 
max{f:{tJ)eA}. 

In other words, an assignment is a collection of or- 
dered pairs (£,/), each of which indicates that chan- 
nel / is assigned to site t. The number of channels 
myi(i) provided at t by the assignment A may be 
written 

mA(t) = \{f:(tJ)eA}\. (1) 

Definition 2 The assignment A is consistent with 
the constraint matrix C = (c^) if \fi — fj\ > Cij for 
all distinct (ti, /j), (tj, fj) in A. 

Definition 3 The linear span, denoted x\m, is the 
smallest span S of any assignment on the transmitter 
sites T that is consistent with the constraint matrix 
C and has royt(£) > m* for all U € T. 

The reason for attaching the adjective 'linear' and 
subscript 'lin' in definition 3 is that we shall also 
consider the cyclic span, which is defined slightly dif- 
ferently. 

Definition 4 The assignment A (of span S — \) is 
cyclically consistent with the constraint matrix C = 
{cij) if \fi - fj\s > Cij for all distinct (<,, /j), (tj,fj) 
in A, where 

\fi- fj\s = min(|/i 

Definition 5 The cyclic span, denoted Xcyc is the 
smallest value of S for which there exists an assign- 
ment of span S — 1 on the transmitter sites T that 
is cyclically consistent with the constraint matrix C 
and has m^(i) > m; for all ti £ T. 

Note that, in definitions 4 and 5, the highest chan- 
nel is 5 — 1, not 5 as before; equation (2) effectively 
places the channels around a circle, with 0 and 5-1 
adjacent. The use of 5 -1 as the highest channel is a 
matter of convention. It was used in [5], where only 
cyclic spans were considered. Moreover, it is very 
natural when considering problems of multiple cov- 
erage [6]: one way of providing several channels at 
each site is to lay down copies of an assignment with 
cyclic span 5, beginning with channels 0,5,25,.... 
The cyclic span is then the number of extra chan- 
nels used to provide an additional channel at each 
site. (Note that in [6], 5 - 1 was used as the highest 
channel in defining the linear span, but here we have 
chosen 5 as the highest channel, to prevent conflict 
with the earlier tutorial. As a consequence, in this 
paper the cyclic span is always at least one more than 
the linear span.) 

In regular transmitter geometries such as figure 1, 
the constraint matrix C may be replaced by a set 
of constraint distances do,di,d2, ■ ■ ■■ Each di is the 
smallest allowed spatial separation of transmitter 
sites that may be assigned channels i apart in the 
spectrum. Hence do constrains channel re-use, d\ 
the use of first adjacent channels, and so on. Here 
we shall consider constraints imposed on channel sep- 
arations 0, 1 and 2 through the specification of three 
distances (d0,di,d2). On a uniform mesh, the di 
may, without loss of generality, be restricted to val- 
ues that are possible distances between pairs of sites. 
For hexagonal cells (and taking the distance between 
nearest cell centres to be one unit), each d2 must be 
a rhombic number (see, for example, [7]), i.e. a num- 
ber that may be written in the form p2 + pq + q2 

for some integers p and q. The first few rhombic 
numbers are 1,3,4, 7,9,12,13,16,19,21. To keep the 
constraint parameters integer-valued, it is convenient 
to use the squared distances (djj, d\, d\), with the lin- 
ear and cyclic spans denoted by X\\n{d%,d\,d\) and 
Xcyc (do, ^i> ^2)' respectively. For any set of such con- 
straints, 

Xlin(do^?'d2) 
< Xcyddld2,d2) (3) 

<Xnn{d2
0,d

2,d2)+3. 

fjlS-Vi-fA).     (2) 

We shall look here at the twenty problems corre- 
sponding to {d^,d\,d\) being one of the triples of 
rhombic numbers satisfying 1 < d\ < d\ < 0% < 12. 

These constraints have previously been considered 
in the limit of an infinite two-dimensional mesh of 
hexgonal cells [6]. The values of Xiin(d0'^ii^2) an(^ 
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Xcyc^oi^i)^) are known in the case when a single 
channel is required at each site. Their calculation is 
based on exhaustive searches using small sets of cells, 
to provide lower bounds on the spans. By adding 
more cells to the search domain (for a given set of 
constraints), the lower bound initially increases, but 
eventually a pattern of channels emerges that can be 
extended to an assignment on the infinite mesh, with- 
out needing to introduce any extra channels. Conse- 
quently, the best lower bound is then confirmed to be 
at the same time an upper bound, and hence equal 
to the span itself. 

It should be clear that these methods do not con- 
stitute a satisfactory algorithm. First, the searches 
that establish lower bounds are very time-consuming; 
secondly, human intervention is used to spot the pat- 
terns that establish upper bounds. However, they 
do give a set of useful benchmarks. For each of the 
twenty problems under consideration here, the work 
described in [6] showed that the linear and cyclic 
spans on the region shown in figure 1 are equal to 
the corresponding spans on the infinite mesh. The 
values given in [6] are reprinted here in the third and 
fourth columns of table 1 (with the linear span re- 
duced by one, owing to the slight change in definition 
mentioned above). 

The remainder of the paper is arranged as follows. 
Section 2 describes the components in the CACG 
procedure, and in particular the way in which col- 
umn generation works for this problem. Section 3 
presents results when a single channel is needed at 
each site (for reasons that will be discussed, these are 
expected to be the cases in which CACG performs 
worst), and compares them to the optimal results in 
table 1. Section 4 discusses the operation of CACG 
when the demand at each site is increased to five 
channels, and section 5 presents conclusions. 

2    The CACG procedure 

2.1    Overview 

The CACG procedure is a combination of several 
standard techniques from linear optimization. The 
following paragraphs give a brief description, but the 
reader might also wish to acquire further details from 
a modern text in the field, such as [8]. 

Many problems in combinatorial optimization may 
be written as integer programs, i.e. as the maximiza- 
tion or minimization of a linear objective subject to 
linear constraints and with the restriction that all 
variables be integer valued. A common first step is 
to 'relax' to a linear program by removing the re- 
striction of integer values. CACG follows this route. 
The linear program is generally much easier to solve, 

but produces a fractional solution, which is there- 
fore not feasible for the original problem. Two ways 
of reverting to integer values are to apply a branch- 
and-bound procedure or simply to round the frac- 
tional values. The former finds an optimal solution 
to the original problem, but can be time-consuming; 
the latter is fast, but generally suboptimal and may 
cause some constraints to be violated. In CACG, 
rounding is used, since we have one eye on speed, 
and the approximations introduced are not expected 
to be severe compared with those from other sources. 

Column generation is applied to the linear pro- 
gramming relaxation of the original problem. The 
general strategy involves a formulation in terms of 
small 'building blocks'. For example, in the graph- 
colouring problem, the natural building blocks are 
independent sets. In CACG, the building blocks are 
generalizations of independent sets, known as spec- 
tral blocks. An 'auxiliary problem' is used to con- 
struct the building blocks. As many as possible of 
the constraints in the original problem are moved to 
the auxiliary problem. Each building block corre- 
sponds to a variable in the linear program, and so 
to a column in the associated matrix of linear con- 
straints. The blocks produced by the auxiliary prob- 
lem add new columns to the original problem, hence 
the term 'column generation'. 

The method of column generation is particularly at- 
tractive when there are potentially a very large num- 
ber of variables in the original problem. For example, 
the number of independent sets in a graph is typi- 
cally exponential in the number of nodes, and simi- 
larly with the number of spectral blocks in a chan- 
nel assignment problem. The original and auxiliary 
problems are considered alternately, with new blocks 
(columns) being introduced by the latter based on 
the current state of the former. In this way, irrele- 
vant variables are never introduced. If the intention 
is not necessarily to reach an optimal solution then 
a suitable termination criterion can be applied. 

Let us now see how channel assignment fits into this 
framework. In this paper, attention is confined to 
minimum span problems (see [3]), but fixed spectrum 
problems are amenable to a similar treatment. 

Definition 6 A spectral block B of size A is an 
assignment of span A — 1 that is cyclically consis- 
tent with the constraint matrix C, and has the ad- 
ditional properties mßiti) < 1 for all ti € T and 
(U,fi) 6 B=>cu < A. 

Think of a spectral block B as making available a 
single channel to each site in some subset of T, sub- 
ject to the cyclic interference constraints. Recalling 
the relevance of the cyclic span to problems of mul- 
tiple coverage, we see that a block B may be laid 
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Instance (dldl4) Xlin Xcyc S* S Nu 

1 (4,3,1) 6 8 7 8 — 
2 (7,3,1) 8 9 10 9 __ 

3 (7,4,1) 12 13 14 12 — 
4 (7,4,3) 13 14 14 12 — 
5 (9,3,1) 10 11 10 9 — 
6 (9,4,1) 12 13 14 12 — 

7 (9,4,3) 13 14 14 12 — 
8 (9,7,1) 16 18 18 ist 14 

9 (9,7,3) 18 20 18 ist 15 

10 (9,7,4) 20 21 26 21 ._ 

11 (12,3,1) 11 12 11 12 — 
12 (12,4,1) 13 14 14 12 — 
13 (12,4,3) 13 14 14 12 — 
14 (12,7,1) 17 18 19 20.0194t 15 

15 (12,7,3) 19 20 22 20.8462t 7 

16 (12,7,4) 20 21 26 21 — 

17 (12,9,1) 22 24 23 24 — 

18 (12,9,3) 22 24 22 24.5106t 12 

19 (12,9,4) 25 28 26 24t 11 

20 (12,9,7) 29 30 33 27 — 

Table 1: The twenty benchmark problems with unit demand. The third and fourth columns give the linear 

and cyclic spans; S* is the value output by CACG, and should be compared against xiinl S is the linear 
programming objective in CACG (see section 2.3), with fractional solutions marked by a dagger; in the case 
of fractional solutions, Nu is the number of unsatisfied demands handled by postprocessing. 

down in the frequency spectrum several times, start- 
ing at channels 0, A, 2A,..., thereby providing several 
channels at each site. 

A complete assignment is made up from a sequence 
of blocks, as shown in figure 2, with each block Bb 

(of size Xb) repeated ^ times before a new block is 
used. To satisfy all interference constraints, it is pos- 
sible that 'guard intervals', consisting of one or more 
unused channels, need to be inserted between the 
last repetition of one block and the first repetition of 
the next. In the current implementation of CACG, 
guard intervals are added in a post-processing phase, 
and so for the moment we shall ignore them. 

2.2    Linear programming formulation 

Given the (exponentially large) set B = {Bb : b G /} 
of possible spectral blocks, indexed by a set 7", the 
minimum span problem may be written as 

(IP): minimize     J2bei ^>>ßb 

subject to    Y,bei Abißb > m-i (tt G T) 

and    /Z(, a non-negative integer (bei). 

Here, Ahi is equal to 1 if (£*, /*) G Bb for some /; and 
zero otherwise. 

The next stage is to write a linear programming re- 
laxation, by replacing the integer variables ^ with 
real variables fib'- 

(LP): minimize     Ylbei ^bßb 

subject to    5Z66/ Abip,b > mi (t, G T) 

and     fib > 0 (b G I). 

It is useful to consider the linear programming dual 
of (LP), namely 

(D): maximize     ]Ci m>2^ 

subject to    J^i A-biVi < h {b G I) 

and    yi > 0 {U G T). 

The dual problem has the same optimal value as 
(LP), and provides a better setting in which to dis- 
cuss the column generation process. Suppose that 
we have a (small) set of blocks Bj C B, and consider 
the restricted problem 

(Dj): maximize     Yli^^iVi 

subject to    J2i AbiVi < h (Bb G Bj) 

and    yt > 0 (U G T). 

Column generation is an iterative process in which 
(Dj) is solved for j = 0,1, 2,..., with one or more 
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Guard interval 

First spectral block, U{0)=2 Second spectral block, U(i)=3 

(0) . 1"    - ixRx $$& ̂ $ 
Channel 
number 

Ho) Hi) 

Figure 2: The general way in which an assignment is made up of spectral blocks, as discussed in section 2.1. 
The subscripts in parentheses relate to block ordering (see section 2.3.2). 

new blocks added to Bj at each iteration to form 
Bj+\. The best blocks to add are those that violate 
the corresponding constraint in (D). They are found 
by considering the following auxiliary problem. Sup- 
pose that at the current iteration the values y* are 
an optimal solution to (Dj). Choose a size A' for the 
new block B' and attempt to 

(AUX):    maximize ^ cny* 

subject to 

(oj) being the incidence vector for B'. 

Here the variables are the a,i, and by saying that they 
make up an incidence vector for B' we mean that at 
is 1 if (ti,f) £ B' for some / and zero otherwise. 
In other words, one looks for blocks of large over- 
all 'weight' where the weight associated with site i, 
is y*, as determined by the most recent solution of 
(Dj). In practice, one might wish to run (AUX) sev- 
eral times for different values of A'. Moreover, it is 
not strictly necessary to find optimum solutions to 
(AUX). Any blocks B' with overall weight greater 
than A' correspond to constraints in (D) that are vi- 
olated by the current solution to (Dj). Adding them 
to Bj provides a 'cutting plane' [8] in the search for 
the common optimum value of (LP) and (D). 

In the current implementation, (AUX) is approached 
by putting the sites in order of decreasing weight y*, 
and then performing a depth-first search on a binary 
tree. A node at level j in the tree corresponds to 
the choice of whether or not to attempt to include in 
B' the site of jth highest weight. To be explicit, it 
is useful to have the following definition (where the 
associated constraint matrix is understood). 

Definition 7 Two (cyclically) consistent assign- 
ments, Ai and A2, of spans Si and S2 respectively, 
are (cyclically) compatible if A1UA2 is a (cyclically) 
consistent assignment of span max(5i,5,2). 

When attempting to add a site t to B', we look to 
replace B' with B' U {(*,/)} where / is the small- 
est value in {0,1,...,A' - 1} such that {(£,/)} is 

cyclically compatible with B'. If there is no possi- 
ble / then the search tree is pruned at that point 
and a backtracking step is made to the parent node. 
Even so, when there are many non-zero values of y*, 
the complete search may be too lengthy. Bearing in 
mind that we need to find blocks of high total weight, 
but not necessarily the highest possible, a time cutoff 
is imposed, at which the search is aborted and the 
block of highest weight found so far added to Bj. 

Before describing the post-processing phase, we men- 
tion breifly how the initial set Bo is found. Here, the 
main concern is that every t 6 T is served by some 
block in Bo, so ensuring that (Do) has a finite opti- 
mum value. This is easily accomplished by sequen- 
tially constructing blocks as follows. 

Bo^-<p 
V<r-T 
A «— max{cj, : ti € T} 
while V ^ (f> 

B<-<j> 
while 3(i, /) £ V x {0,1,... A - 1}, cycli- 

cally compatible with B 
B<-BU{(t,f)} 
V^V\{t} 

Bo-^BoUB 
end 

2.3    Postprocessing 

Suppose that the column generation procedure re- 
sults in a value S for the linear program (LP), and 
corresponding variables /if,. The simplex method will 
always output a set of fib containing no more than 
\T\ nonzero values. In general some of them will be 
fractional, so they are not a feasible solution for (IP). 
Even when all the fib are integer-valued, the corre- 
sponding blocks have yet to be assembled into an 
overall assignment. To address these issues, up to 
four postprocessing stages are employed: 

1. Conversion to an integer solution 
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2. Block ordering and insertion of guard intervals 

3. First provision for unsatisfied demand 

4. Final provision for unsatisfied demand. 

If all the pb are integer valued, then only the second 
of the four stages is needed. Each stage is briefly 
described below, but first it is useful to have the 
following notion of 'adding' two assignments. 

Definition 8 // assignments A\ and A2 have spans 
Si and S2, respectively, then their sum A\ + A2 is 
defined to be Ax U {(t, f + 5: + 1) : (t, f) £ A2) and 
has span Si + S2 + 1 • 

Note that this addition is not commutative. Also, 
Ai + A2 is not necessarily consistent, even if A\ and 
A2 are both consistent. We can now move on to a 
discussion of postprocessing. 

2.3.1     Integer solutions 

The fastest way of obtaining integer solutions is to 
round any fractional //&. A key consideration with 
rounding schemes is to deal with any constraints 
that might be violated as a result. Here, we could 
guarantee to violate none of the constraints in (IP) 
by rounding every pb up, but the resulting span is 
then generally poor. Instead, we adopt randomized 
rounding [9], giving integer values pi: if pb is integer- 
valued, then set pi = pb, otherwise make the random 
choice 

ßb = 
\pb]    with probability ßb — [pb\ 
L/2(,J    with probability \pb\ — pb- (4) 

Postprocessing is sufficiently fast that it may be exe- 
cuted several times with independent choices for the 
randomized rounding, and then the lowest of the re- 
sulting spans taken as the final output. 

signment, of the form shown in figure 2, by setting 

Aio) = {(t,f + jXio)-6):(t,f)eB{oh 

0<j< P(o)} 

A{i) =A{i_i) + {{t,f + j\{l) +g{i)) : (*,/) £ ß(0, 

0< j <»(i)}, l<i<r. 
(5) 

Here, 6 = min{/ : (t,f) e #(o)}, effectively remov- 
ing any unused channels at the start of the assign- 
ment; g^) is the guard interval inserted between the 
last repetition of B(i-i) and the first repetition of 
B(j), chosen as small as possible so that A^ is con- 
sistent. 

The block ordering procedure used in the current im- 
plementation is straightforward. First, B(0) is cho- 
sen to maximize 5, and then each subsequent B^ 
is chosen to minimize g^y Where there are several 
equally good candidates, one of them is chosen ar- 
bitrarily. Ideally, the g^ account for only a small 
fraction of the final span. Since the number of guard 
intervals is no more than the number of sites, they 
will become less significant as the channel demands 
m; (and hence also the block multiplicities p*b) in- 
crease. 

The only refinement concerns the internal structure 
of the block, i.e. the details of precisely which chan- 
nel is assigned to which site. Note that the linear pro- 
gram looks only at the incidence vector of each block, 
not at the internal details, which are all dealt with 
by the auxiliary problem (AUX). However, it may 
be possible to reduce guard intervals by keeping the 
same incidence vectors but modifying the internal 
structure. Investigating all possible internal struc- 
tures consistent with the interference constraints is 
probably not worth any small gain that might result, 
but we do allow blocks to be 'rotated' in the attempt 
to find small guard intervals. If a block B has size A, 
then its rotation Ba through a steps is defined to be 
{(t,f + a (mod A)) : (t, f) G B). Rotation preserves 
consistency with the interference constraints. 

2.3.2    Block ordering 

The rounding procedure leaves us with a set of 
blocks B* that will be used to make up the fi- 
nal assignment, together with corresponding mul- 
tiplicities pi, but does not dictate the order in 
which the blocks are to appear in the frequency 
spectrum (see figure 2). Suppose the elements 
of B* are ordered (ß(0),ß(i), ■ • • ,-B(r)), wltri re- 
spective sizes (A(o), A(j),..., A(rj) and multiplicities 

(M(o),M(i), ••■,/*(»■))> wherer = \B*\ -1 < lTl- Then 

they may be combined iteratively into a single as- 

2.3.3    First provision for unsatisfied demand 

Suppose we let A', with a linear span S", be the as- 
signment A(r) given by the final iteration in the block 
ordering procedure. The earlier rounding of the pb 
may lead to violated constraints in (IP), i.e. sites U 
for which TUA

1
 (ti) < mn in which case extra channels 

need to be found to satisfy the full demand. First, 
an attempt is made to do this without increasing the 
span. As long as there exist pairs (ti, fi) for which 
rriA'(ti) < ml, fi < S' and {(ti, fi)} is compatible 
with A1 then we can replace A' with A' U {(£;,/*)}■ 
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2.3.4    Final provision for unsatisfied demand 

Suppose after the first provision for unsatisfied de- 
mand we have an assignment A" (still with span 
S"). Any remaining unsatisfied demands are met by 
adding extra channels beyond S'. There are gener- 
ally sufficiently few such demands that an exhaustive 
search is very fast. Explicitly, we find an assignment 
Au (subscript u for 'unsatisfied') of span Su such that 
m,Au(ti) = rrii — mA"(ti) for all ij £ T and A" + AU is 
consistent. This is the final output from the CACG 
procedure as currently implemented. 

3    Results with unit demands 

This section discusses the performance of CACG on 
problems that are expected to be among those less 
well suited to its application. They all require the as- 
signment of a single channel at each of the 37 sites in 
figure 1, subject to one of the 20 different sets of in- 
terference constraints previously identified in table 1. 
The fifth and sixth columns in that table show the 
span S* of the final assignment output by the CACG 
procedure, and also the (possibly fractional) value S 
found by the underlying linear program. The differ- 
ences between the two reflect the effects of the var- 
ious postprocessing stages described in section 2.3. 
A dagger against a value of S indicates that some of 
the corresponding /if, are fractional and hence that 
full postprocessing has been carried out. For these 
cases, the final column shown the number of unsat- 
isfied demands handled in the postprocessing stage. 

For all calculations, the initial set of blocks, So, con- 
tained blocks of size 3 only. The auxiliary prob- 
lem looked for blocks of sizes 3 and 4, and, for each 
size, the maximum time allowed for the search was 
1 second (on a Pentium processor running at 150 
MHz). The column generation procedure was ter- 
minated at the first iteration where no blocks were 
discovered with incidence vectors different to what 
had already been included. For fractional solutions, 
ten randomised roundings were performed and the 
lowest span recorded. The longest total execution 
time was approximately 5 minutes. The longer cal- 
culations occurred for the fractional cases, often with 
much time spent in the final stages of column gener- 
ation to make small improvements in S. Since these 
small improvements are probably 'rounded away' in 
postprocessing, there seems scope for a better termi- 
nation criterion. Apart from the very fast instances, 
about 80% of time is spent in the column generation 
routine. Execution times do not seem to depend in 
any systematic way on the numerical values of the 
interference constraints. 

The worst results are those for instances 10, 15, 16 
and 20, where S* differs from xim by more than 2. 

The three worst cases have integer-valued solutions, 
suggesting that perhaps the block ordering proce- 
dure could be improved, so reducing the need for 
guard intervals. Alternatively, it may be that some- 
times spectral blocks simply do not provide a good 
setting for the calculation: with unit demands, the 
cyclic interference constraints placed on each block 
are effectively unnecessary extra restrictions. 

For the fractional cases, rounding tends to leave 
a high proportion of unsatisfied demands, again a 
legacy of unit demands. The symmetry in the prob- 
lem leaves little scope for provision at the third stage 
of postprocessing (recall the third stage does not al- 
low for increasing the span). Hence the final stage, 
by exhaustive search, plays a larger role than we 
would ideally like, although the problems here are 
small enough that the effects on execution time are 
insignificant. Very large regular problems with unit 
demand would incur much larger searches, and hence 
incur a severe time penalty; but these are problems 
for which a specially tailored algorithm would be 
more appropriate. 

A word of warning: it is not a good idea to control 
the total time spent in column generation by looking 
solely at the rate of decrease in the objective value 
S. This is because the linear programs (LP) and (D) 
are highly degenerate, i.e. there are many different 
solutions all with the same objective value, especially 
for problems with high degrees of symmetry such as 
we have here. Each generated column violates a con- 
straint in (D) and hence renders the current solution 
infeasible, but the next solution found often has the 
same S. The instances studied here often exhibit 
runs of several tens of solutions all with the same 
value. Effectively, we are waiting for column genera- 
tion to break the symmetry in the original problem, 
before S can start to decrease. 

In summary, results from CACG are generally good, 
with a few inferior results suggesting possible im- 
provements. The detailed operation highlights sev- 
eral undesireable aspects that are expected for regu- 
lar problems with unit demand. 

4    Results with higher demands 

We now consider the same 20 problems, but with the 
demand at each site increased to five channels, i.e. 
the total demand is for 185 channels. One advantage 
of CACG is that this does not increase the typical 
execution time. Moreover, it is expected that the 
postprocessing phase is now less important: guard 
intervals will be a smaller component in the final 
span, and the unsatisfied demands caused by round- 
ing will be a smaller fraction of the total demand. 

Table 2 shows the values of S* and S using the same 
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operational settings as in section 3. The co-site con- 
straint (i.e. the minimum separation between chan- 
nels assigned to the same site) was set to 3. In con- 
trast to the case of unit demands, we do not know the 
optimal values for each problem, but we can compare 
with the upper bound 5xcyc - 1- For integer-valued 
solutions in table 1, another upper bound comes from 
multiplying each of the fib by 5 and keeping the same 
block ordering and guard intervals; this bound is 
shown as Z7CACG in table 2, and matches the span 
calculated from scratch except for instance 11 (which 
is now fractional). 

In 13 of the 20 instances, S* is equal to or less than 
5xcyc — 1) and in 6 of those by more than 10%. How- 
ever, instances 10, 15 and 16 again suggest that a 
better block ordering procedure could be found. In- 
stance 11 also highlights a potential improvement, 
since we know from table 1 that an integer solution 
exists with S = 60. It seems that the termination cri- 
terion is activating sooner than it should. Instance 14 
may have the same problem, although here it is re- 
assuring that the value of S in table 2 is less than 5 
times that in table 1. 

Some instances that had integer-valued solutions in 
table 1 are now fractional, and vice-versa. This is 
counterintuitive, since scaling all m, in (D) and (Dj) 
by the same factor should not change the correspond- 
ing y* at each stage of the column generation. Fur- 
ther experiments have even shown that when an in- 
stance is repeated with the same m*, a previously 
fractional (integer-valued) outcome is sometimes re- 
placed by an integer-valued (fractional) one! A pos- 
sible explanation is that the arbitrary ordering in 
the column generation routine of sites with equal y* 
leads to different spectral blocks being generated for 
different runs, even with the same input data. In 
other words, limitations on machine precision could 
provide an element of randomness that has macro- 
scopic, though harmless consequences. There seems 
no compelling reason to prefer integer solutions over 
fractional ones, other than they require less postpro- 
cessing and are easier to scale up to higher demands. 

whenever there is an optimal assignment that may 
be constructed from spectral blocks. Suppose that, 
given a problem instance, CACG produces an out- 
put that is known to be bad. This may indicate that 
CACG is not good for such problems, or it may be 
caused by a suboptimal solution to the underlying in- 
teger program (IP), or it may be caused by inappro- 
priate postprocessing. In the second and third cases, 
the algorithm can be refined, but otherwise the prob- 
lem would be better suited to a different algorithm. 
The benchmarks used in this paper have revealed 
good performance for many instances, and also pos- 
sible improvements, which should help to clarify the 
range of application of such methods. 

An aspect of channel assignment that has not arisen 
here is the idea that the span might be determined 
only by the demands and constraints at a few sites. 
The remaining sites would then be less important, 
in the sense that they could be provided with addi- 
tional channels without increasing the span. Suppose 
a site ti is called 'saturated' if increasing m; by one 
channel causes the span (or some approximation to 
it, such as the S calculated by CACG) to increase, 
and called 'unsaturated' otherwise. Saturated sites 
can be identified from the final values of the y* using 
the general theory of linear programming. Realis- 
tic problems often have a relatively small number of 
such sites, owing to an inhomogeneous distribution 
of demands. In constrast, the problems considered 
here tend to have all sites saturated. Intuitively, this 
means that there are fewer optimal assignments than 
in problems of similar size but with fewer saturated 
sites. If there are fewer optimal assignments, it then 
seems reasonable that they would be harder to find 
using a general algorithm. (Moreover, problems with 
few optimal assignments are less likely to have ones 
that can be constructed from spectral blocks.) Hence 
one could assess the difficulty of problems by the rela- 
tive numbers of saturated and unsaturated sites. Al- 
though the problems considered here are small, they 
are among the hardest small problems. 

The following paragraphs identify specific questions, 
refinements and extensions. 

5    Conclusions 

This paper has presented the CACG approach to ra- 
dio channel assignment, based on linear program- 
ming and column generation. It is designed to 
achieve good results in reasonable time without the 
need for fine-tuning of internal parameters. The 
method has been tested on problems that are ex- 
pected to be particularly challenging, even though 
they are relatively small. 

The general validity of a scheme such as CACG is a 
key issue. It has the potential to be a good method 

• The termination criterion for column generation 
is a delicate matter, especially for highly sym- 
metric problems. A balance must be struck be- 
tween a reasonably short execution time and the 
need to find at least near-optimal solutions to 
(IP). 

• The detailed internal structure of spectral blocks 
is not explicitly treated in the current implemen- 
tation. The expectation is that if a spectrally 
inefficient block is generated then it will sim- 
ply be ignored in the subsequent calculations. 
But even if there is no loss in quality of the fi- 
nal assignment, there is an increase in execu- 
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Instance (d§,<M) 5Xcyc - 1 t^CACG S* S Nu 
1 (4,3,1) 39 39 39 40 — 
2 (7,3,1) 44 46 46 45 — 
3 (7,4,1) 64 62 62 60 — 
4 (7,4,3) 69 62 62 60 — 
5 (9,3,1) 54 46 46 45 — 
6 (9,4,1) 64 62 62 60 — 
7 (9,4,3) 69 62 62 60 — 
8 (9,7,1) 89 — 91 90f 8 
9 (9,7,3) 99 — 91 90f 7 
10 (9,7,4) 104 110 110 105 — 
11 (12,3,1) 59 59 63 63.1355f 21 
12 (12,4,1) 69 62 62 60 — 
13 (12,4,3) 69 62 62 60 — 
14 (12,7,1) 89 — 102 98.1774f 15 
15 (12,7,3) 99 102 102 100 — 
16 (12,7,4) 104 110 110 105 — 
17 (12,9,1) 119 119 119 120f 6 
18 (12,9,3) 119 — 119 120 — 
19 (12,9,4) 139 — 122 120f 10 
20 (12,9,7) 149 141 141 135 — 

Table 2: Results from the CACG procedure for 20 benchmark problems based on the transmitter site layout 
in figure 1, when 5 channels are assigned at each site. The third and fourth columns are upper bounds on 
the corresponding linear span; 5*, S and Nu have the same meanings as in table 1. 

tion time. There may be scope for a random 
component in the column generation, instead of 
sticking rigidly with a site ordering based on the 
current values of the y*. 

• It is not clear to what extent the choice of spec- 
tral block sizes affects performance. It is easier 
to generate optimal small blocks than optimal 
large ones, but the cost may come later in the 
form of guard intervals. It may be difficult to 
do well with sets of transmitter sites that show 
a wide range of different co-site constraints. 

• The interference constraints considered here are 
examples of binary constraints, in the sense that 
each one puts a restriction on the channels al- 
lowed at a single pair of transmitter sites. It 
may be [10] that more general constraints should 
be used, to model more closely the fundamental 
requirement that the signal-to-interference ratio 
at each possible receiver location should be suf- 
ficiently high. The CACG procedure could be 
extended in this direction, by modifying the def- 
inition of a consistent assignment. The notion of 
spectral blocks and their associated linear pro- 
gramming formulation would remain. 

• The title of the paper mentions 'evolving net- 
works', by which is meant the possibility of the 
demands changing over time. Like many algo- 
rithms, CACG can easily use current solutions 

as a starting point for the calculation of new 
solutions with new demands. However, an ad- 
vantage of CACG is that the tracking of slack 
variables, as mentioned above, means that if a 
new demand is made at a previously unsatu- 
rated site then there is no calculation needed 
at all. In terms of the underlying linear pro- 
gram, a calculation is needed only when the m, 
change sufficiently that the optimum value in 
(Dj) moves from one vertex of the feasible re- 
gion to another. 
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